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Outline of the talk

m Introduction
m What are semantic maps?
m Le Diasema (LExical DIAchronic SEmantic MAps)

m Building semantic maps
m The network inference problem

m An algorithm for automatic plotting (Regier et al. 2013)

m Two steps forwards with the automatic plotting
m The significance of weights

m Inferring diachronic semantic maps

m Dynamicizing a crosslinguistic semantic map of time-related
meanings with Ancient Greek and Egyptian



Introduction

Semantic maps & Le Diasema
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What are semantic maps? |I

‘A semantic map is a geometrical representation of functions (...) that are
linked by connecting lines and thus constitute a network’ (Haspelmath 2003).
It constitutes a ‘model of attested variation’ (Cysouw 2007).




What are semantic maps?

|

‘A semantic map is a geometrical representation of functions (...) that are
linked by connecting lines and thus constitute a network’ (Haspelmath 2003).
It constitutes a ‘model of attested variation’ (Cysouw 2007).
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| predicative I external
| possessor : possessor
to | I
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direction recipient —4—— beneficiary judicantis
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' |
purpose | experiencer
_____ i
. ~/

Figure 1. A semantic map of typical dative functions /
the boundaries of English fo and French a
(based on Haspelmath 2003: 213, 215)

Sense distinctions are
based on cross-linguistic
evidence and designed to
have cross-linguistic
validity

They combine the onoma-
siological and the sema-
siological perspective

Multifunctionality. No
commitment to a particular
claim about conventiona-
lization of senses
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What are semantic maps?

Weighted semantic maps
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What are semantic maps?

Weighted semantic maps

1-“\
-
2)
3
Figure 2a. A simple semantic Figure 2a. A weighted semantic
map of person marking map of person marking
(Cysouw 2007: 231) (Cysouw 2007: 233)

The weighted edges
capture the frequencies of
each polysemy pattern
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Diachronic (‘dynamicized’) semantic maps




What are semantic maps?

Diachronic (‘dynamicized’) semantic maps

predicative external
POSSessor POSSESSOr
to Figure 1. A semantic map
4 N\ of dative functions
direction recipient —f4+—— beneficiary judicantis (Haspelmath 2003: 213)
purpose experiencer
- / The arrows designate
directionality of change
predicative external
r possessor
1\ ! Figure 3. A dynamicized
direction > recipient €——— beneficiary ———— judicantis ~ semantic map of dative functions
i \lV (Haspelmath 2003: 234)
V

purpose experiencer
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What are semantic maps?

Lexical semantic maps

Colexification = polyfunctionality

“A given language is said

. k- to colexify two functionally
(undl!uted) (frank) distinct senses if, and only
(classical) if, it can associate them
(heterosexual) | (rectilinear) with the same lexical
(immediately) | (honest) (right-hand) form”

\_ (directly) ) (Frangois 2008: 170)
=2
Eng. straight | b o

Figure 4. Overlapping polysemies:
Eng. straight vs. Fr. droit
(Frangois 2008: 167)
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What are semantic maps?

Lexical semantic maps

Colexification = polyfunctionality

“A given language is said

e % to colexify two functionally
(undiluted) distinct senses if, and only

(classical) e if, it can associate them

(beteros.exual) (rectilinear) - with the same lexical

(immediately) (hgnest) (right-hand) form”
\_ (directly) ) (Francgois 2008: 170)

. I - 5. dioit “A fupction ig put on the
Eng. straight map if there is at least one
pair of languages that differ
Figure 4. Overlapping polysemies: with respect to this
Eng. straight vs. Fr. droit function”
(Frangois 2008: 167) (Haspelmath 2003: 217; cf.

Francois 2008: 168-169)



Le Diasema
Filling a gap

m Adding a diachronic dimension to semantic maps of content
words

Grammatical

Synchronic » Diachronic
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L.e Diasema
Filling a gap

m Adding a diachronic dimension to semantic maps of content
words

“[T]he best synchronic semantic
map is a diachronic one”
(van der Auwera 2008: 43)

Grammatical

Synchronic » Diachronic

Lexical



Le Diasema

m Duration
®m December 2016 — December 2018

m Main research question

m How semantic maps make significant
predictions about language change
at the lexical level?

m Funding schemes
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http://web.philo.ulg.ac.be/lediasema/



Le Diasema

m To incorporate the diachronic dimension into semantic maps
of content words

m To extend the method so as to also include information about
the cognitive and cultural factors behind the development of
the various meanings

m To create an online platform for automatically plotting
diachronic semantic maps based on polysemy data from the
languages of the world
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Le Diasema

Specific objective for today

m To create an online platform for automatically plotting
diachronic semantic maps based on polysemy data from the
languages of the world



Inferring semantic maps

A network inference problem




Inferring semantic maps

“ideally (...) it should be possible to
generate semantic maps automatically on
the basis of a given set of data”
(Narrog and Ito 2007: 280)




Inferring semantic maps

m Indeed, a significant limitation of the semantic map method is
that it is practically impossible to handle large-scale
crosslinguistic datasets manually
= Up until recently, they were considered “not mathematically well-

defined or computationally tractable, making it impossible to use

with large and highly variable crosslinguistic datasets” (Croft &
Poole, 2008: 1)

m This led to the development of other approaches using statistical
scaling techniques, like Multi-Dimensional Scaling (MDS) P

* spec know

o
o

L3

Figure 5. MDS analysis of
Haspelmath’s 1997 data on * aueston
indefinite pronouns

(Croft & Poole 2008: 15) e 2 A s 0

-10




Inferring semantic maps

m However, Regier, Khetarpal, and Majid showed that the
semantic map inference problem is “formally identical to
another problem that superficially appears unrelated:
inferring a social network from outbreaks of disease in a
population” (Regier et al., 2013:91)



Inferring semantic maps

m What'’s the idea?



Inferring semantic maps

m What'’s the idea?

m Let’s consider a group of social agents (represented by the nodes
of a potential graph)

@
@ N O



Inferring semantic maps

m What'’s the idea?

m If one observes the same disease for five of these agents
(technically called a constraint on the nodes of the graph)

@
@ N o




Inferring semantic maps

m What'’s the idea?

m One can postulate that all the agents met, so that all the nodes of
the graph are connected (10 edges between the 5 nodes)

S,




Inferring semantic maps

m What'’s the idea?

m This is neither a very likely, nor a very economic explanation




Inferring semantic maps

m What'’s the idea?

m The goal would be to have all the social agents connected with as
few edges as possible

S,



Inferring semantic maps

m What'’s the idea?

m The goal would be to have all the social agents connected with as
few edges as possible

m Such a Network Inference problem looks intuitively simple, but
1s computationally hard to solve

m Cf. the travelling salesman problem [TSP]: “Given a list of cities
and the distance between each pair of cities, what is the
shortest possible route that visits each city exactly once?”



Inferring semantic maps

m What'’s the idea?

m The goal would be to have all the social agents connected with as
few edges as possible

m Such a Network Inference problem looks intuitively simple, but
1s computationally hard to solve

m Cf. the travelling salesman problem [TSP]: “Given a list of cities
and the distance between each pair of cities, what is the
shortest possible route that visits each city exactly once?”

m Angluin et al. (2010) concluded that the problem is
indeed computationally intractable, but proposed
an algorithm that approximates the optimal
solution nearly as well as is theoretically possible

Inferring Social Networks from Outbreaks

Dana Angluin®*, James Aspnes'**, and Lev Reyzin2***




Inferring semantic maps

m How does it transfer to semantic maps?



Inferring semantic maps

m How does it transfer to semantic maps?

= Nodes are meanings
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Inferring semantic maps |I

m How does it transfer to semantic maps?
= Nodes are meanings

m Constraints are Polysemic items

©

O O Polysemic item A

Polysemic item B \ V \

Polysemic item C N N N
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Inferring semantic maps |I

m How does it transfer to semantic maps?
= Nodes are meanings
m Constraints are Polysemic items

m One connects the nodes economically based on these constraints

©

O Q Polysemic item A

Polysemic item B \ V \

Polysemic item C N N N

O
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m How does it transfer to semantic maps?
= Nodes are meanings
m Constraints are Polysemic items

m One connects the nodes economically based on these constraints

Q Polysemic item A
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Inferring semantic maps |I

m How does it transfer to semantic maps?
= Nodes are meanings
m Constraints are Polysemic items

m One connects the nodes economically based on these constraints

@
m—n-nn

Polysemic item A

Polysemic item B \ V \

(but no edge needed between meaning 2
and meaning 4, as they are connected
through meaning 3)
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Inferring semantic maps |I

m How does it transfer to semantic maps?
= Nodes are meanings
m Constraints are Polysemic items

m One connects the nodes economically based on these constraints

Polysemic item A
Polysemic item B \ V \

Polysemic item C N N N
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Inferring semantic maps |I

m How does it transfer to semantic maps?

The result is a map that accounts for all the polysemy patterns,
while remaining as economic as possible

Polysemic item A
Polysemic item B \ V \

Polysemic item C N N N



Inferring semantic maps

m Having tested the algorithm on the crosslinguistic data of
Haspelmath (1997) and Levinson et al. (2003), Regier et al.
(2013) conclude that the approximations produced by the
algorithm are of high quality, which means that they produce
equal or better results than the manually plotted maps



Inferring semantic maps

Language Wordh Specific Known  Specific Unknown  Irrealis Mon-specific CQwestion  Conditional  Indirect Megation
5K 55U IR QN cD IN

Garman "etwas" 1 1 1 1 1 1
Garman “irgand” a 1 1 1 1 1
German “je" Q 0 0 1 1 1
German "jeder" [V} i 0 aQ 0 1
INPUT German "n-" 0 0 0 0 0 0
Diutch "dan ook” a a 1 1 1 1
- . Duteh "anig" a a a 1 1 1
(lexical matrix) |oun g 1 1 d ! ! !
Dutch "nigts" 0 0 0 0 0 a
English "any" li] i} ] 1 1 1
English "aver” a a a 1 1 1
Englizh " i} i i} a 0 i
English "some" 1 1 1 1 1 0




Inferring semantic maps

Language Wordh Specific Known  Specific Unknown  Irrealis Mon-specific CQwestion  Conditional  Indirect Megation
5K 55U IR QN cD IN
Garman "etwas" 1 1 1 1 1 1
Garman “irgand” a 1 1 1 1 1
German “je" Q 0 0 1 1 1
German "jeder" [V} i 0 aQ 0 1
INPUT German e 0 0 0 0 0 0
Diutch "dan ook” a a 1 1 1 1
- . Duteh "anig" a a a 1 1 1
(lexical matrix) |oun g 1 1 d ! ! !
Dutch "nigts" 0 0 0 0 0 0
English "any" li] i} [i] 1 1 1
English "aver” a a a 1 1 1
Englizh " i} i i} a 0 i
English "some" 1 1 1 1 1 0
# MAIN LOOP

obifn = CCG,TD

while {objfm < B):
print {"objective fn is currently™, objfn,}
mox_score = @

# choose next edge greedily: the one thoat increoses objfn the most
ALGORITHM ‘or e in Possk: )

. # temporarily odd e to graph G
0. odd_cdge(®e)
(python Scrlpt) SCOFE = ?(G,T} - ahjfr
0. remove_edge(™e)
¢ [score = mox_score):
HOX_SCOre = SCOPrE
mox_edge = e




Inferring semantic maps

Language Wordh Specific Known  Specific Unknown  Irrealis Mon-specific CQwestion  Conditional  Indirect Megation
5K 5u IR QN cD IN
Garman "etwas" 1 1 1 1 1 1
Garman “irgand” a 1 1 1 1 1
German “ju" a 0 0 1 1 1
German "jeder" 4] 0 a i} i 1
INPUT German - 0 0 0 0 0 0
Diutch "dan cok” Ju] 0 1 1 1 1
. 1 Db "anig" a 0 o 1 1 1
(lexical matrix) |oun ] 1 : ; ! ! !
Dutch "niets” a 0 4] 0 4] 0
English "any" a ] ] 1 1 1
English "aver” a a a 1 1 1
English "ng” a 0 a 0 4] 0
English "some” 1 1 1 1 1 0
# MAIW LOOP
obifn = CCG,TD
while {objfn =< B):
print {"objective fn is currently™, objfn,)
max_score = @
# choose next edge greedily: the one thoat increoses objfn the most
ALGORITHM ‘or e in Possk:
h . # temporarily odd e to graph G
G odd_edge(®e)
(pyt On Scrlpt) score = CCG,TY - objfn
0. remove_edge(™e)
¢ [score = mox_score):
HOX_SCOre = SCOPrE
mox_edge = e
" indiresct direct
questian negation negation
RESULT specific specific irrealis
. known unknownm non-specific
(semantic map)
"~ conditional comparative —— free choice




Automatic plotting:
Two steps forwards

Weighted and diachronic semantic maps




Automatic plotting: Two steps forward

m Weighted semantic maps are much more informative than
regular semantic maps, because they visually provide
information about the frequency of polysemy patterns

m Diachronic semantic maps are much more informative than
regular semantic maps, because they visually provide
information about possible pathways of change
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m Weighted semantic maps are much more informative than
regular semantic maps, because they visually provide
information about the frequency of polysemy patterns

m Diachronic semantic maps are much more informative than
regular semantic maps, because they visually provide
information about possible pathways of change

Can weighted and diachronic semantic
map be plotted automatically?
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m Weighted semantic maps are much more informative than
regular semantic maps, because they visually provide
information about the frequency of polysemy patterns

m Diachronic semantic maps are much more informative than
regular semantic maps, because they visually provide
information about possible pathways of change

Can weighted and diachronic semantic
map be plotted automatically?

YES!




Automatic plotting: Two steps forward

m Weighted semantic maps are much more informative than
regular semantic maps, because they visually provide
information about the frequency of polysemy patterns

m Diachronic semantic maps are much more informative than
regular semantic maps, because they visually provide
information about possible pathways of change

Can weighted and diachronic semantic
map be plotted automatically?

YES!

HOW?
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Weighted semantic maps




Automatic plotting: Two steps forward

Weighted semantic maps

m Generate the map with a modified version of the algorithm of
Regier et al. (2013)



Automatic plotting: Two steps forward
Weighted semantic maps

m Generate the map with a modified version of the algorithm of
Regier et al. (2013)

m PRINCIPLE: for each edge that is being added between two
meanings of the map by the algorithm, check in the lexical matrix

how many times this specific polysemy pattern is attested, and
increase the weight of the edge accordingly

edgeWeight = @
for sns in sensesTuplelist:
1f (max_edge[@] in sns) and (max_edge[l] in sns):
edgeWeight += 1
G.add_edge(*max_edge,weight=edgeWeight)




Automatic plotting: Two steps forward

Weighted semantic maps

m Generate the map with a modified version of the algorithm of
Regier et al. (2013)

m PRINCIPLE: for each edge that is being added between two
meanings of the map by the algorithm, check in the lexical matrix
how many times this specific polysemy pattern is attested, and
increase the weight of the edge accordingly

edgeWeight = 0
for sns in sensesTuplelist:
1f (max_edge[@] in sns) and (max_edge[l] in sns):
edgeWeight += 1
G.add_edge(*max_edge,weight=edgeWeight)

m Based on the data of Haspelmath (1997), kindly provided by the
author, the result between a non-weighted and a weighted
semantic map are markedly different
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Automatic plotting: Two steps forward

Weighted semantic maps

) indiresct direct
questian nagation negation

specific specific irrealis

known unknown non-specific

"~ conditional comparative ——— free choice
Spoci@nmvn
Speciﬂ@knwn
Irrealis @-mciﬁc Oo@w

!‘te@oice
Com@!ivo

lndiu@gaﬂon

Direct{Nggation

Automatically plotted semantic maps:
non-weighted vs. weighted
(data from Haspelmath 1997)

The graph is visualized in
Gephi® with the Force Atlas
algorithm
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Diachronic semantic maps
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Automatic plotting: Two steps forward

Diachronic semantic maps

m Expand the lexical matrix so as to include information about

diachrony
Source of constraint  Constraint name Constraint Time Sense_1 Sense_2 Sense_3
' Tree Wood Forest
Language 1 Word_1 _ ] 1 Q 0
Language_1 Word_1 1 1 1 0
Language_2 Word_1 ‘ 0 1 0 0
Language_2 Word_2 ' 0 0 1 0
Language_2 Word_2 1 0 1 1
Language 3 Word_1 ) 1 1 4]
Language_3 Word_2 0 0] 0 1
—__
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Automatic plotting: Two steps forward

Diachronic semantic maps

m Expand the lexical matrix so as to include information about

diachrony
Source of constraint  Constraint name Constraint Time Sense_1 Sense_2 Sense_3
l Tree Wood Forest
Language 1 Word_1 0 1 0 0
Language_1 Word_1 1 1 1 0
Language_2 Word_1 ' 0 1 0 0
Language_2 Word_2 0 0 1 0
Language_2 Word_2 _ 1 0 1 1
Language 3 Word_1 ) 1 1 4]
Language_3 Word_2 0 0] 0 1

The diachronic stages are
indexed by numbers:
0,1, 2, etc.
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Automatic plotting: Two steps forward

Diachronic semantic maps

m Expand the lexical matrix so as to include information about

diachrony
Source of constraint  Constraint name Constraint Time Sense_1 Sense_2 Sense_3
' Tree Wood Forest
Language 1 Word_1 . 0 1 Q 0
Language_1 Word_1 . 1 1 1 0
Language 2 Word 1 0 1 0 4}
nguage_2 Word_2 ] 0 0 1 0
Language 2 Word_2 1 0 1 1
Language 3 Word_1 [ 0 1 1 0
Language_3 Word_2 ] 0] 0 1

The meaning of a word can change from one stage to another
(e.g.,Word_2 of Language_2 expresses the meaning Wood
during stage 0 and Wood & Forest during stage 1)




Automatic plotting: Two steps forward

Diachronic semantic maps

m Expand the lexical matrix so as to include information about
diachrony

m Generate the graph with the algorithm of Regier et al. (2013)



Automatic plotting: Two steps forward

Diachronic semantic maps

m Expand the lexical matrix so as to include information about
diachrony

m Generate the graph with the algorithm of Regier et al. (2013)

m Enrich the graph with oriented edges (where relevant)

m PRINCIPLE: for each edge in the graph, if the meaning of node A is
attested for one diachronic stage, while the meaning of node B is
not, check in the lexical matrix if there is a later diachronic stage
of the same language for which this specific word has both
meaning A and B (or just meaning B). If this is the case, we can
infer a meaning extension from A to B.
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Automatic plotting: Two steps forward

Diachronic semantic maps

Source of constraint  Constraint name  Constraint Time Sense_1 Sense_2 Sense_3

Tree Wood Forest
Language_1 Word_1 0 1 0 4]
INPUT Language_1 Word_1 1 1 1 Q
. . Language_2 Waord_1 0 1 0 4]
(diachronic Language_2 Word_2 0 0 1 0
. . Language_2 Word_2 1 o 1 1
lexical matrixX) |Langusges Word_1 0 1 1 0
Language_3 Word_2 0 0 0 1
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Automatic plotting: Two steps forward

Diachronic semantic maps

Source of constraint  Constraint mameg Constraint Time Sensa_1 Sense_2 Sense_3

Tree Wood Forest
Language_1 Word_1 0 1 0 0
INPUT Language_1 Word_1 1 1 1 4]
. . Language_2 Word_1 0 1 0 4]
(diachronic Language_2 Word_2 0 0 1 0
. . Language_2 Word_2 1 o 1 1
lexical matrix) |ianguage s Word 1 0 1 1 0
Language_3 Word_2 0 0 0 1

1

H = G.ta_directed() # convert the graph 'G' into a directed Graph "H' in order to expld

# all the possibilities as regards the relationship betwaen the nad

ALGORITHM y ?
#

{i.e,, both A == B and B -> A far all the connected nodes, crucid

. not only A -= B)
(python Scr]'pt nx.set_edge_ottributes(H, "type', "undirected') # set the defoult value to "undirected” fon
for lnferrlng for u,w,e in H.edges(data=Truel: # loop over all the edges in the DiGraph 'H'
. for £ in T_Full: # look at the metadota ond senses for one line in 7
Orlented edges) if t.countfu) == 1 and t.count(v) == @: # if the meaning of node 'u' in ths

# while the meaning of node "v' 1s
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Automatic plotting: Two steps forward

Diachronic semantic maps

Source of constraint  Constraint mameg Constraint Time Sensa_1 Sense_2 Sense_3

Tree Wood Forast
Language_1 Word_1 0 1 0 0
INPUT Languagg_1 '|,|'|,I'Q|ld_1 1 1 1 4]
. . Language_2 Waord_1 0 1 0 4]
(diachronic Language_2 Word_2 0 0 1 0
. . Language_2 Word_2 1 o 1 1
lexical matrix) |ianguage s Word_ 1 0 " 1 0
Language_3 Word_2 0 0 0 1

1

H = G.ta_directed() # convert the graph 'G' into a directed Graph "H' in order to expld

# all the possibilities as regards the relationship betwaen the nad

ALGORITHM y ?
#

{i.e,, both A == B and B -> A far all the connected nodes, crucid
. not only A -= B)
(python Scr]'pt nx.set_edge_ottributes(H, "type', "undirected') # set the defoult value to "undirected” fon

for inferring

for u,w,e in H.edges(data=Truel: # loop over all the edges in the DiGraph 'H'
. for £ in T_Full: # look at the metodata and senses for one line in 7
Orlented edges) if t.countfu) == 1 and t.count(v) == @: # if the meaning of node 'u' in ths

# while the meaning of node "v' 1s

4

RESULT
(dynamic

semantic map) @




The semantic extension of
time-related lexemes

Inferring a semantic map based
on cross-linguistic colexification patterns
and enriching it with diachronic data
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The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m For the purpose of universality and stability, we chose the entries
for time-related concepts in the Swadesh 200-word list (Swadesh

1952: 456-457)
m DAY/DAYTIME
m NIGHT
m YEAR

THE TEST VIOUAHULARY

The lexical test list wserd for studving rate of
change consisted of 215 items of meaning ox-
pressed for convenience by Lnglish words, In
some cazes, where the English word 12 ambipuous
or where the English meaning iz weo broad o le
eagily matched o other Jinguages, 1t 3 necessary
1o ~;l_|-¢|:i|'}' which 'r|||-_';|r|'i1'|§ vs imtencled, amd s 1s
done by roeans of parenthetic additions, 179t is
understoed that normal everyday meanings rather
than Ogurative nr specizlized usages are to he
thisughit el complicated notes are not necessary.
The list, minus 15 items recommended for omis-
zion and with one other change, 15 as follows :

all 1ol a number). and, animwal. ashes, at, back
Fporson’s ), biad [delcterioas or ansuitabile s, hirk fut
tree, lwciose, belly, becry jor feoy, g, bivd, to
bite, black, Blood, 1o Blow pof windi. hane, breathe.
o b intranz g
ildd  Jvmang person rather than s selictonshig
tereN_u coll ol weather |, o come, w0 count.
Le cpr.-aitn: of night rather than time meas-
urg ), T T dig, dirty, dog, o odrink, adry i zals-
stanced, dull Cknifed, dust ear, eartl (sol. toocat.
SR, SR

o fmdl {elrop rather thin wogpple), far, G Corganie
substance ;, father, w fear, feather {larger feathers
tather than downd, few, o Gght, Gre Osh, Eve, w
float, ro Mo, Oower. o By, fox, foot, four, to frocze,
L give

ol grass, green, guts, hair, band, Te. head, to
hesr, hewse, leavy, here, o hit, o hold {0 hand i,
howe, ta fant ©gamel, hosbard, T, dee, 10l

e o kll, e Looow {[at'.a]. lake, 10 |Hu,q'|l. |l
left (landy, leg, 1o Le (oo saded, w iy
long, Totse, iwan (oale o), many,
wother, mesantain, mowth, s

nareoy, tear, neck, e -:-5:., oof, ald, ea,
other, porsen, to play, o oot push, to rajn, red,
right [eorrece), right (hand}, river, road (ar trail).

rant, rope, rotten (espenially logd, tootuh, sals,
sani, ta say, ta scrarch (as with fingernails o re-
lieve itchl, sea {ocean}, to see, seeld, o sew, sharp
(its lmifes, shore, to simg, toosit skin | persuns}.
sky. oo sleep. small.

o smell | perosive wdler ), smoke (of dre), scooth,
sipabe, snow, sume, to ospit, teosplit b sgoesse,
stal (o stick), po skl star, stick (of wood ), stome,
atraiglil, 10 suek, sui, W gwell, o swam, il

than. there, they, ks o, o tuok, Uis, e,
theee, o throw, o Lie, loogwe, wouls (Trost catler
than madar]), tree, w0 wien (change one's direction),
twi, to vomit, o walk, warm (af weather), to wash,

water, we, wet, what i when 7 where 7 white, wha?
wide, wife, wind, wing, m wi gigh | Accampany-
ing . wnman, woacs, worm, vl
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The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m We identified in the database of Crosslinguistic Colexifications
(CLICs; http://clics.lingpy.org/main.php; List et al. 2014) the main
polysemy patterns attested for these three meanings (subgraph
approach) [16 meanings]

m DAY/DAYTIME: CLOCK/TIMEPIECE, HOUR, SEASON, SUN, TIME,
WEATHER

m NIGHT: DARK (in color), DARKNESS, BLACK, OBSCURE
m YEAR: AGE, SPRING, SUMMER

summer
L

o Year

spring e \

age



http://clics.lingpy.org/main.php
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The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m All the colexification patterns attested for these 16 meanings were
gathered in the CLICs source files (http://clics.lingpy.org/download.php),
ending up with 381 colexification patterns

119 day afternoon nau_std:rana/fket_std:i*plj_swd:piidilrus_std:denitli_std:yakyee
120 |day again kha_std:sngi

121 |day age gui_std: ara/lyad_std:hnda

127 | day anger tzz_std:kak'al

123 |day bright zz stdkak'al

124 | day clock, imepicco que_stdwurngarnfsel std:3a7

125 |day elnoud haw_sidao

126 | day courntry chr_stdinitfshp_sldniti

127 |day dawn haw_std:aotwaw_stdenmant

128 day doubt naw_std:lE

129 | day earth, land cag_stdinatu/haw_std:aofmri_std acitzz_std:osil
130 |day east tob_std:na?ak

131 |day fever wz_std:kak'al

137 |day fin (dorsal) haw sulla

(133 | day firc jpn_std:hi

154 | day ga ofe_std:padioym_sid:aa

135 |day go away, depar ole_sid:pa

136 |day hour sap_Slandard:aknim/fshb_std-tham

137 [day lamp, tarch ito_std:uwayo

138 | day lick cmn_std:tian

139 | day light {in color) miri_std:ao

140 | day light {naumn) con_std:a?tadcrt_std:xdomalhaw_std:acihdn_Northern:"kat"kaalito_std:uwayoimzt
141 |day live, living, life shp_std:niti

147 | day Monday shp_std:niti

143 | day maming ot std:xlomadgun stdkreibu

144 |day noon, midday ind_std:siangip’]_std:piidi


http://clics.lingpy.org/download.php

==

The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m These synchronic polysemy patterns were converted into a lexical
matrix

Languages Forms Meanings
Tmap = [Tsenses
"n“pt E Tclean::l A T B I L | - D | - E F
split_langWord = t[2].split('//") ; yad_std — _ 1@—“” 1“—‘“’“’" u"*“’
for couple in split_langWord: —3 lvec std | odat 1 0 0 0
langWord = couple.split{':") 4 jpn_std et 1 a 1 a
line = [langWord[8], langWord[1]] 5 |gui_std ‘ara 9 a 0 1
for i in range (2,len{Tsenses)): "6 |nog_std iya i ] 0 4]
line.append{'B") 7 |mri_std pakeke 1 0 0 0
line[Tsenses.index(t[®8])] = "1’ ~ B |pbb_std hi?ph 1 o ] 0
line[Tsenses.index{t[1]3] = "1' 9 \ehv_Khvarshy samana 1 0 0

Tmap.append(line) 1 when a meaning is attested for one form

Python script a Lexical matrix



The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m From this lexical matrix, we inferred a weighted semantic map based on
the adapted version of the algorithm suggested by Regier et al. (2013)



\,
g

wpeid well

* A method to extract the community structure of large
networks. Here, the different colors point to modules
(also called clusters or communities) with dense
connections between the nodes within the network.

Full semantic map for time-related
senses, visualized with modularity
analysis* (Blondel et al. 2008) in Gephi

R
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The semantic extension of time-related lexemes

Plotting a synchronic semantic map

m The weighted edges allow us to get rid of poorly attested patterns of
polysemy (keeping only those attested in 2* languages),



Semantic maps of time-related senses
(colexification patterns attested in 2* languages)

Two connected sub-networks
= NIGHT/DARKNESS/DARK
= DAY/TIME/AGE/YEAR

epiece

smell trat%?l':k’

sail {apun)



Semantic maps of time-related senses
(colexification patterns attested in 2* languages)

Two connected sub-networks
= NIGHT/DARKNESS/DARK
= DAY/TIME/AGE/YEAR
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Towards a dynamicized semantic map
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The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m In order to investigate directionality of change, 13 meanings
that are connected on this map in at least 8 different
languages were kept as a basis for diachronic investigation




The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m Diachronic data
m Ancient Greek (8% — 4% ¢. BC;in a few cases till 15t c. BC)

= Perseus digital library (http://www.perseus.tufts.edu/hopper/),
TLG (http://stephanus.tlg.uci.edu)

= Cunliffe (A lexicon of the Homeric Dialect), LS]
= Ancient Egyptian (26th c. BC — 10th c. AD)
= Thesaurus Linguae Aegyptiae (http://aaew.bbaw.de/tla/)

= The Ramses corpus (http://ramses.ulg.ac.be),

= Lexical resources (Coptic etymological dictionaries)


http://www.perseus.tufts.edu/hopper/
http://stephanus.tlg.uci.edu
http://aaew.bbaw.de/tla/
http://ramses.ulg.ac.be/

The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m The diachronic material allows us to add diachronic
information (graphically, oriented edges) between frequent
colexification patterns

= TIME? place

héur




==

Ancient Greek >
PProx.

hora ‘season/time/moment’ 8t c. BC

(1) héssd te phulla kai anthea

(2)

REL.NOM.PL.N PTC leave:ACC.PL.N CON] flower:ACC.PL.N

gignetai horéi
become:PRS.3SG season:DAT.SG.F
‘as are the leaves and the flowers in their season’ (Homer, /liad 2.468)

Ophra Poseiddoni kai allois athanatoisin
CON]J Poseidon:DAT.SG.M CON] other:DAT.PL. immortal:DAT.PL
speisantes koitoio medometha:

pour.libation:PART.AOR.NOM.PL.M bed:GEN.SG.M think.of:PRS. 1PL.SUB].M/P
toio gar hore

dem.GEN.SG PTC time:NOM.SG.F

‘that when we have poured libations to Poseidon and the other immortals, we may
bethink us of sleep; for it is the time thereto’ (Homer, Odyssey 3.333-334)



+
Ancient Greek

hora ‘season/time/moment’ = ‘hour’

Approx.
5t ¢. BC

(3) anastas dé proi pseustheis
raise.up:PTCP.AOR.NOM.SG.M PTC early deceive:PTCP.AOR.PASS.NOM.SG.M

tés horas badizein
ART.GEN.SG.F time:GEN.SG.F wallk:PRS.INF

‘He arose early, mistaking the time/hour, and started off on his walk’
(Andocides, On the Mysteries 1.38)

Approx.

1stc. AD

(4) oukhi dodeka horai eisin tés heméras;
NEG twelve hour:NOM.PL.F Dbe.PRS.3PL. ART.GEN.SG.F day:GEN.SG.F

‘Aren’t there twelve hours of daylight?’ (New Testament, John 11.9.2)



Ancient Greek

‘season’/
‘time’/
‘moment’

—)

. Stage II: Classical Greek
Stage I: Homeric Greek o .
Stage III: Hellenistic Koine

Metonymy: due to the correlation between the
canonical time periods and the time these take to
unfold



The semantic extension of time-related lexemes

Towards a dynamicized semantic map

= TIME = HOUR place




The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m The material allows us to to add new polysemy patterns, and

to provide a diachronic account
m SUMMER?

—~

O
bow

spﬂng summer

year



==

(Ancient) culture-specific colexification patterns

® Summer?

There are 17 links involving the concept "summer":

Concept |IDS-Key | Occurrences Families Languages Network  |Forms
year 14.73 233 1 18 (COM_ SUB| [orms
age 1412 |257 |2 3 COM| SUB | Forms|
bow [20.24 [[231 |2 2 COM| SUB | Forms|
spring |14.75 |174 l2 3 'COM| SUB| Forms
autumn _ [14.77 167 L L |COM| SUB| Forms
cave 128  [256 I 1 COM SUB | Form
cousin 2556 [346 1 1 'COM| SUB|
hangup  [9.341 |[280 1 £ COM MHW
hot |15.85 |i303 1 '|1 'COM_ SUB| Forms
put [12.12 308 I 1 COM| SUB | Forms
rain (noun) [1.76  |257 I 1 'COM| SUB | Forms
reach, arrive|[10.55 |[329 1 1 ' COM| SUB| Forms
rise 110-21 334 L it (COM| SUB | Forms
season  |[14.78 [[193 1 1 COM| SUB| [Forms
sun [1.52 245 1 1 'COM  SUB | Forms|
wall 727|239 L 1 (COM| SUB | Forms
wine |s.92 162 L L |COM| SUB | Forms|




+
Ancient Greek

théros ‘summer’ = ‘harvest’

(8)  autdr epén élthéisi théros tethaluia

PTC when come:AOR.SUBJ.3SG summer:NOM.SG.M thrive:PART.PERF.NOM.SG.F
t’ opore
PTC autumn:NOM.SG.F

‘But when summer comes and rich autumn’ (Homer, Odyssey 11.192)

(6)  kait’ aner édoksen efnali, tallétrion
ADV man:NOM.SG.M seem:AOR.3SG Dbe.INF another:GEN.SG
amon théros
reap.corn:PTCP.PRS.NOM.SG.M summer:ACC.SG.N

‘he has only made himself a name by reaping another’s harvest’
(Aristophanes, Knights 392)



+
Ancient Egyptian

000

me oy SMW ‘summer’ = == @0  Smw ‘harvest’

v | o= |
P O ‘Eﬂh?‘bt,ﬁ‘ft AR old
A Wopd =l Kingdom
Sovwwwvun. 5§,
Yy E J:} h!.,t A‘.i.t M:R.
pamar 22Ny NA. wmit Qulial 3
Middle
die § | : dar i b - Kingdom
.l.nltvug . R




==

The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m The material allows us to to add new polysemy patterns, and
to provide a diachronic account

= SUMMER

@ bow

HARVEST spring

harvest «—

—_summer



The semantic extension of time-related lexemes

Towards a dynamicized semantic map

m The material allows us to highligh unexpected pathways of
change: from temporal proximity to spatial proximity



==

(D

(8)

Language-specific colexification patterns

%;@ﬂ@i%@vﬁﬂjzg Peasant,B1, 103-104
m

rk Hm-f nswit-bity nb-kAw-ra
in time Majesty-3sG.M King of U.and L. Egypt Nebkaure

Approx.
1400 BC

‘(Now, the peasant spoke these word) during the time of his Majesty,

the King of Upper and Lower Egypt, Nebkaure (the justified)’ (=
Parkinson 1991: 19)

WIEW Zeli
m rk

sbty Dr

Approx.
1250 BC

mSa-f (= KRI'I, 6,8)
rampart strong in proximity army-3SG.M

(speaking of the King who is)

‘A strong rampart around his army, (their shied in the day of fighting)’




==
Language-specific colexification patterns

(Stage II)

rk rk

‘temporal
proximity’

‘spatial
proximity’

(Stage I)



==
Language-specific colexification patterns

m Counterexample to the TIME IS SPACE metaphor?
m Cross-linguistically Time to Space transfers are extremely rare

(cf. French depuis; Haspelmath 1997)



==

Language-specific colexification patterns

®)

(10)

NI NN =K
Biography of Ahmose, 5
[ =
= Approx.

m hAw nb  tA-w nb-pH.tj-ra 1350 BCE
in prox-time lord land-DU Nebphtire

(And then I became a soldier (...),)
‘during the time of the lord of the Two Lands, Nebpehtire (justified, when I

was a young man, not having a wife yet)’ (= Urk.1V, 2,13)

%mkm 11 [d QOQ.I___I Sinuhe, B8

nh.t Approx.
1500 BCE

in prox-space Sycamore

‘(I crossed the place called The Two Truths,) in the vicinity of The
Sycamore” (and I landed at The Island of Snefru)’ (= Koch 1990: 14)



==
Language-specific colexification patterns

‘temporal ‘spatial

proximity’ proximity’

(Stage I)
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Language-specific colexification patterns

‘temporal ‘spatial

proximity’ proximity’

‘temporal

proximity’

(Stage I)




==
Language-specific colexification patterns

(Stage II)

‘temporal ‘spatial

proximity’ proximity’

rk rk

‘temporal
proximity’

‘spatial
proximity’

(Stage I)
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The web-based platform
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Conclusions

m In this talk, we have shown that weighted diachronic semantic
maps can be automatically plotted based on lexical matrix of
crosslinguistic colexification patterns

m Furthermore, we demonstrated that language-specific
studies reveal interesting polysemy patterns, with
unexpected pathways of change

m One can expect the linguists to build solid polysemy matrices

m BUT, one cannot expect them to master the technicalities
invloved for plotting semantic maps automatically and exploring
the result

A web-based platform can easily do the work
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Tags :

L4 e | = = B Data Clics & C}, Rechercher
— @ F o 2017 LeDiasema_Aflico & 1_clicsToMap_Final.oy &
@ T 2017_LeDi.anasispplx @ %0 2 _clicsToGraph.py 9
v LIRpE London @ » ™ 20197 LeDi._Aflico.pptx & " elics_in_time o
B dox & = B Abstract & * | clics_out_time.xls ]
£ PoFs Lra & * o Ancient Gromplesdocy & Tirme_Final_Gephigephi &
& » |0 Data_Clics -3 me_Final .gephi o
&4 iCloud Drive entWards & * Database o..Shifts.docx & Time_Gephi.gephi .}
ﬁ Applications o Egyplian_data [ TIME_TEST ]
[ Examples [ time.gml L]
[T Bureau M Images & * O timepng L]
@ Documents 1 List of tem. words xlsx & timeTest.gml 8
ListOfCone,,._Time.docx & = timeTest.png L]

0 Téléchargements B Literature o

BelPD - COFUND

» LIEGE Iy
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