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Abstract

An approach based on principal component analysis (PCA) is considered here to tackle the problem of structural damage detection. The key idea of PCA is to reduce a large number of measured data to a much smaller number of uncorrelated variables while retaining as much as possible of the variation in the original data. PCA is applied here to the problem of damage detection in structures subjected to harmonic excitation. When processing vibration measurements, it can be shown that the basis of eigenvectors (called the proper orthogonal modes) span the same subspace as the mode-shape vectors of the monitored structure. Thus, the damage detection problem may be solved using the concept of subspace angle between a reference subspace spanned by the eigenvectors of the initial (undamaged) structure and the subspace spanned by the eigenvectors of the current (possibly damaged) structure. The method is illustrated on the example of a real truss structure for damage detection and is combined to a model updating technique for damage localization.
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1. Introduction

The damage detection method considered here is based on principal component analysis (PCA) of the time responses of a structure. The objective is to show that, if the system is forced by an harmonic excitation, the number of proper orthogonal modes is restricted to two modes which can be used for damage detection as well as for damage localization when a structural model is available. PCA is also known as proper orthogonal decomposition (POD) and started to be used in the middle of the 20th century with the appearance of powerful computers. Its first applications in the field of structural dynamics date back to the 1990s. For an historical perspective on PCA (POD), the reader is referred to reference [1].
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engineering structures including temperature effects [4]. In this paper, we consider the case of damage detection in structures using harmonic excitation. First, the definition of PCA and its interpretation in the case of forced harmonic excitation are briefly recalled. Then a damage indicator based on angles between subspaces and a localization indicator based on residual strain energy are considered. Finally, the PCA based procedure of structural damage detection is illustrated on the real example of a laboratory truss structure.

2. Principal Component Analysis

2.1. Definition and mathematical formulation

PCA is a multi-variate statistical method that aims at obtaining a compact representation of measured data. Its detailed mathematical formulation can be found in references [1] and [5] and consists in representing a zero mean random field \( \theta(x,t) \) as

\[
\theta(x,t) = \sum_{i=1}^{\infty} a_i(t) \phi_i(x)
\]

where \( x \) and \( t \) are the continuous space and time variables respectively; \( a_i(t) \) are uncorrelated coefficients and the orthogonal eigenfunctions \( \phi_i(x) \) define the proper orthogonal modes (POMs). Each POM is associated to a proper orthogonal value (POV) which amplitude measures the energy percentage captured by the considered POM with respect to the total energy contained in the data and defined by the sum of the POVs.

2.2. Computation of the POMs

In practice, the data are discretized in space and time. Accordingly, the measured displacements at \( m \) locations on the structure and at \( n \) different time instants are collected in the \((m \times n)\) response matrix \( \mathbf{Q} \) as follows

\[
\mathbf{Q} = [ q(t_1) \ q(t_2) \ \ldots \ q(t_n) ] = \begin{bmatrix} q_1(t_1) & q_1(t_2) & \ldots & q_1(t_n) \\ \ldots & \ldots & \ldots & \ldots \\ q_m(t_1) & q_m(t_2) & \ldots & q_m(t_n) \end{bmatrix}
\]

It is demonstrated in reference [5] that the POMs and POVs correspond to the eigensolutions of the sample covariance matrix defined by

\[
\Sigma = \frac{1}{n} \mathbf{Q} \mathbf{Q}^T
\]

It is also shown that the POMs and POVs result from the singular value decomposition (SVD) of the response matrix:

\[
\mathbf{Q} = \mathbf{U} \mathbf{S} \mathbf{V}^T
\]

where \( \mathbf{U} \) is an \((m \times m)\) orthonormal matrix, the columns of which being the POMs; \( \mathbf{S} \) is an \((m \times n)\) pseudo-diagonal and semi-positive definite matrix with diagonal entries containing the singular values; the POVs correspond to the square of the singular values divided by the number of samples \( m \); \( \mathbf{V} \) is an \((n \times n)\) orthonormal matrix, the columns \( \mathbf{v}_i \) of which containing the time modulation of the corresponding POM \( \mathbf{u}_i \), normalized by the singular value \( \sigma_i \).

One important property of the POMs is that they are optimal with respect to the energy content of the responses in a least squares sense as they capture more energy per mode than any other set of basis functions [1].

2.3. Interpretation of the POMs

In the case of an undamped and unforced linear system, it has been demonstrated in [6] that the POMs converge to the eigenmodes of the system when the mass matrix is proportional to identity if a sufficient number of samples is considered.
Let us consider here the case of a damped system submitted to harmonic excitation. The equation of motion may be written as follows:

\[ \mathbf{M} \ddot{\mathbf{q}} + \mathbf{C} \dot{\mathbf{q}} + \mathbf{K} \mathbf{q} = \mathbf{F} \sin(\omega t) \]  

(5)

where \( \mathbf{M}, \mathbf{C} \) and \( \mathbf{K} \) are the mass, damping and stiffness matrices, respectively; \( \mathbf{q} \) is the vector of displacement coordinates, \( \mathbf{F} \) is the vector of harmonic force of constant amplitude and \( \omega \) is the excitation frequency. The forced response is synchronous to the excitation and may be written in the form

\[ \mathbf{q}(t) = \mathcal{J} \left( \mathbf{q}_f e^{i \omega t} \right) \]  

(6)

where \( \mathbf{q}_f \) is the complex vector of forced response amplitudes and \( \mathcal{J}(\cdot) \) stands for the imaginary part.

The complex vector of forced response amplitude is given by

\[ \mathbf{q}_f = \left( \mathbf{K} - \omega^2 \mathbf{M} + i \omega \mathbf{C} \right)^{-1} \mathbf{F} = \mathbf{H}(i \omega) \mathbf{F} \]  

(7)

where \( \mathbf{H}(i \omega) \) defines the matrix of frequency response functions (FRFs). It follows that the forced response writes

\[ \mathbf{q}(t) = \mathcal{J} \left( \mathbf{H}(i \omega) \mathbf{F} e^{i \omega t} \right) \]

\[ = \mathcal{J} \left( (\mathcal{R}(\mathbf{H}) + i \mathcal{I}(\mathbf{H})) (\mathbf{F} \cos(\omega t) + i \mathbf{F} \sin(\omega t)) \right) \]

\[ = \mathcal{R}(\mathbf{H}) \mathbf{F} \sin(\omega t) + \mathcal{I}(\mathbf{H}) \mathbf{F} \cos(\omega t) \]  

(8)

The \((m \times n)\) response matrix \( \mathbf{Q} \) becomes

\[ \mathbf{Q} = [\mathbf{q}(t_1) \ldots \ldots \mathbf{q}(t_n)] \]

\[ = [\mathcal{R}(\mathbf{H}) \mathbf{F} \sin(\omega t_1) + \mathcal{I}(\mathbf{H}) \mathbf{F} \cos(\omega t_1) \ldots \mathcal{R}(\mathbf{H}) \mathbf{F} \sin(\omega t_n) + \mathcal{I}(\mathbf{H}) \mathbf{F} \cos(\omega t_n)] \]  

(9)

Equation (9) may be expressed in the form

\[ \mathbf{Q} = \mathcal{R}(\mathbf{H}) \mathbf{F} \left[ \begin{array}{c} \sin(\omega t_1) \\ \vdots \\ \sin(\omega t_n) \end{array} \right]^T + \mathcal{I}(\mathbf{H}) \mathbf{F} \left[ \begin{array}{c} \cos(\omega t_1) \\ \vdots \\ \cos(\omega t_n) \end{array} \right]^T = \mathcal{R}(\mathbf{H}) \mathbf{F} \mathbf{e}_x^T + \mathcal{I}(\mathbf{H}) \mathbf{F} \mathbf{e}_c^T \]

\[ = \left[ \begin{array}{ccc} \mathcal{R}(\mathbf{H}) \mathbf{F} & \mathcal{I}(\mathbf{H}) \mathbf{F} & \mathbf{A} \end{array} \right] \left[ \begin{array}{c|c|c} 1 & 0 & 0 \cdots 0 \\ 0 & 1 & 0 \cdots 0 \\ 0 & 0 & 1 \cdots 0 \\ \vdots & \vdots & \vdots \\ 0 & 0 & 0 \cdots 0 \end{array} \right] \left[ \begin{array}{c} \mathbf{e}_x \\ \mathbf{e}_c \end{array} \right] \]

\[ = \left[ \begin{array}{c|c|c} \mathcal{R}(\mathbf{H}) \mathbf{F} & \mathcal{I}(\mathbf{H}) \mathbf{F} & \mathbf{A} \end{array} \right] \left[ \begin{array}{c|c|c} 0 & 0 & \cdots 0 \\ \frac{\|\mathcal{R}(\mathbf{H}) \mathbf{F}\|}{\|\mathcal{I}(\mathbf{H}) \mathbf{F}\|} & 0 & 0 \cdots 0 \\ 0 & \frac{\|\mathcal{I}(\mathbf{H}) \mathbf{F}\|}{\|\mathcal{R}(\mathbf{H}) \mathbf{F}\|} & 0 \cdots 0 \\ \vdots & \vdots & \vdots \cdots 0 \\ 0 & 0 & 0 \cdots 0 \end{array} \right] \left[ \begin{array}{c} \mathbf{e}_x \\ \mathbf{e}_c \end{array} \right] \]

\[ = \left[ \begin{array}{c|c|c} \mathcal{R}(\mathbf{H}) \mathbf{F} & \mathcal{I}(\mathbf{H}) \mathbf{F} & \mathbf{A} \end{array} \right] \left[ \begin{array}{c|c|c} \mathbf{I}_1 & \mathbf{S} \end{array} \right] \left[ \begin{array}{c} \mathbf{e}_x \\ \mathbf{e}_c \end{array} \right] \]

\[ = \left[ \begin{array}{c|c|c} \mathcal{R}(\mathbf{H}) \mathbf{F} & \mathcal{I}(\mathbf{H}) \mathbf{F} & \mathbf{A} \end{array} \right] \left[ \begin{array}{c|c} \mathbf{I}_1 & \mathbf{S} \end{array} \right] \left[ \begin{array}{c} \mathbf{e}_x \\ \mathbf{e}_c \end{array} \right] \]

(10)

where \( \mathbf{A} \) is an \((m \times (m - 2))\) matrix, \( \mathbf{I}_1 \) is an \((m \times n)\) matrix containing two non-zero elements \(\|\mathcal{R}(\mathbf{H}) \mathbf{F}\|\|\mathbf{e}_x\|\) and \(\|\mathcal{I}(\mathbf{H}) \mathbf{F}\|\|\mathbf{e}_c\|\), and \( \mathbf{B} \) is an \((n \times (n - 2))\) matrix. Matrices \( \mathbf{A} \) and \( \mathbf{B} \) do not influence equation (10) since they are both
multiplied by zero elements. If A and B are chosen in order that U and V are unitary matrices, then equation (10) is the singular value decomposition of matrix Q. In conclusion, the following points may be noted.

1. Since there is only two non-zero singular values, the forced harmonic response of the system is captured by two POMs whatever the number of measurement co-ordinates is.
2. With the assumption of proportional damping, the FRF matrix takes the form

\[
H(i \omega) = \frac{1}{m} \frac{\psi(k)^T \psi(k)}{\mu_k (\omega_k^2 - \omega^2 + 2i \zeta_k \omega \omega_k)}
\]

where \(\omega_k\) is the \(k^{th}\) natural frequency, \(\psi(k)\) is the \(k^{th}\) eigenvector, \(\zeta_k\) is the modal damping and \(\mu_k\) the modal mass. Thus analytic expressions of the POMs are obtained:

\[
u(1) = \frac{\sum_{k=1}^{m} (\omega_k^2 - \omega^2) \psi(k)^T \psi(k) F/\mu_k ((\omega_k^2 - \omega^2)^2 + 4\zeta_k^2 \omega^2 \omega_k^2)}{\sum_{k=1}^{m} (\omega_k^2 - \omega^2) \psi(k)^T \psi(k) F/((\omega_k^2 - \omega^2)^2 + 4\zeta_k^2 \omega^2 \omega_k^2)}
\]

\[
u(2) = \frac{-\sum_{k=1}^{m} 2 \zeta_k \omega \omega_k \psi(k)^T \psi(k) F/((\omega_k^2 - \omega^2)^2 + 4\zeta_k^2 \omega^2 \omega_k^2)}{\sum_{k=1}^{m} 2 \zeta_k \omega \omega_k \psi(k)^T \psi(k) F/((\omega_k^2 - \omega^2)^2 + 4\zeta_k^2 \omega^2 \omega_k^2)}
\]

3. It can be noted that both POMs \(\nu(1)\) and \(\nu(2)\) reflect the real and imaginary parts, respectively, of the forced vibration mode commonly known as the operating deflection shape (ODS).
4. The POMs appear as a combination of all the eigenmodes. However, when the excitation frequency \(\omega\) is close to one of the system’s natural frequencies, the first POM will tend to the shape of the nearby mode.
5. In the absence of damping \((C = 0)\), the imaginary part of the FRF matrix \(\Im(H)\) is equal to zero and one single POM exists, which confirms the theory presented in reference [1].

2.4. Detection of damage using the concept of angles between subspaces

Detection of damage is performed here using the concept of subspace angles introduced in reference [2]. If \(U_h\) and \(U_d\) define the matrices of POMs corresponding to the healthy structure and the damaged structure respectively, their QR factorization allows computing orthonormal bases such that:

\[
u_h = Q_h R_h
\]

\[
u_d = Q_d R_d
\]

By definition [7], the singular values of \(Q_h Q_d\) define the cosines of the principal angles \(\theta\) between the subspaces \(Q_h\) and \(Q_d\). These angles, and specifically the largest one, quantify how the subspaces \(Q_h\) and \(Q_d\) are globally different.

When harmonic excitation is considered, equations (12) and (13) show that the POMs span a two dimensional subspace which is representative of the state of the structure as the subspace depends on all the modal parameters of the structure (natural frequencies, damping ratios and mode-shapes).

2.5. Localization of damage using the concept of strain energy functions

As the POMs may be interpreted as displacement vectors forming a basis which allows to reconstruct the responses in an optimal way, they can be used for comparison between different states of the structure. Damage localization is based here on the calculation of strain energy functions based upon the elementary stiffness matrices of the FE model [8][9]. For the \(j^{th}\) element or substructure, it can be expressed as

\[
\Delta E^j_{(k)} = (u^j_{d(k)} - u^j_{h(k)})^T K^j (u^j_{d(k)} - u^j_{h(k)})
\]

where \(u^j_{d(k)}\) represents the components of the “displacement” vector associated to the \(j^{th}\) element or substructure and corresponding to the \(k^{th}\) POM of the damaged structure and \(u^j_{h(k)}\) is the equivalent vector for the healthy structure.
3. Example of a truss structure

3.1. Description of the truss structure

The application example considered here consists of a real truss structure made of steel and clamped at its base as illustrated in Figure 1(a). It was built in 1992 for testing modal identification techniques of structures submitted to base excitation on electrodynamic shaker [10]. The finite element (FE) model of the reference (undamaged) structure is shown in Figure 1(b). It is made of 92 Euler beam elements of hollow square cross-section (12 × 12 mm, thickness 1.4 mm) and totalizes 492 degrees of freedom.

Experimental modal analysis (EMA) was performed in the frequency range from 0 to 400 Hz with a frequency resolution of 0.1 Hz using impact excitation. A set of 56 measurements on each face of the truss at each corner and in the middle of each beam in the direction perpendicular to the face (directions X or Y) was measured by the technique of the roving hammer for two reference accelerometers located at nodes 63 (Y) and 64 (X) respectively. The results of modal identification obtained by the PolyMax method [11] are reported in Table 1 in terms of natural frequencies and damping ratios for the 9 first modes and compared with the FE results and with the results obtained in 1992 [10].

![Image of truss structure and FE model](image)

**Fig. 1.** (a) Truss structure; (b) FE model.

<table>
<thead>
<tr>
<th>Mode</th>
<th>FE results Natural frequency (Hz)</th>
<th>EMA results (1996) Natural frequency (Hz)</th>
<th>EMA results (1996) damping ratio (%)</th>
<th>EMA results (2016) Natural frequency (Hz)</th>
<th>EMA results (2016) Damping ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>78.21</td>
<td>77.3</td>
<td>1.1</td>
<td>77.72</td>
<td>0.0266</td>
</tr>
<tr>
<td>2</td>
<td>124.59</td>
<td>126.5</td>
<td>3.3</td>
<td>108.99</td>
<td>0.4506</td>
</tr>
<tr>
<td>3</td>
<td>137.66</td>
<td>137.4</td>
<td>1.4</td>
<td>134.59</td>
<td>0.0634</td>
</tr>
<tr>
<td>4</td>
<td>160.19</td>
<td>158.5</td>
<td>0.5</td>
<td>158.91</td>
<td>0.1261</td>
</tr>
<tr>
<td>5</td>
<td>190.69</td>
<td>184.5</td>
<td>1.3</td>
<td>184.63</td>
<td>0.0572</td>
</tr>
<tr>
<td>6</td>
<td>208.76</td>
<td>207.5</td>
<td>0.8</td>
<td>209.36</td>
<td>0.0267</td>
</tr>
<tr>
<td>7</td>
<td>243.74</td>
<td>243.2</td>
<td>1.2</td>
<td>246.03</td>
<td>0.0112</td>
</tr>
<tr>
<td>8</td>
<td>256.42</td>
<td>255.5</td>
<td>0.9</td>
<td>260.24</td>
<td>0.2406</td>
</tr>
<tr>
<td>9</td>
<td>331.54</td>
<td>292.8</td>
<td>1.9</td>
<td>295.29</td>
<td>0.0239</td>
</tr>
</tbody>
</table>

The 2016 EMA reveals the apparition of a damage located at one of the feet of the truss structure and caused by rust as it can be observed in the inset picture of Figure 1. It was assessed that this damage can be simulated by a reduction of stiffness of 40% of element n° 28 (see Figure 1(b)).
In order to illustrate the damage detection technique proposed in this paper, nine levels of stiffness reduction of element \( n^o 28 \) are considered: 1, 5, 10, 15, 20, 25, 30, 35 and 40 % respectively. The evolution of the relative error on the natural frequencies and of the modal assurance criterion (MAC) with respect to damage is shown in Figures 2(a) and (b). It can be observed that modes 2 and 3 are the most affected by the presence of the damage.

In the following, the truss is supposed to be excited at one of its upper corners by a harmonic force \( F \) of 1 N acting in direction \( X \) at a frequency of 130 Hz as shown in Figure 1(b); the time-responses are computed for the different levels of damage using the damping ratios recorded in 1992 on the healthy structure. A last computation is also performed on the actual damaged truss (40 % stiffness reduction in element \( n^o 28 \)) using the current damping ratios (EMA performed in 2016). The results of damage detection using the subspace angle indicator described in section 2.4 are given in Figure 3(a). In this figure, the red crosses correspond to the angles obtained with the experimental damping ratios of the current damaged truss. As expected, it shows that the indicator (specifically the first angle) is sensitive to a modification of the natural frequencies and mode-shapes and thus is able to detect damage. The detection is even more obvious if the actual damping level is considered. This result comes from the analytic expressions (12) and (13) of the POMs which show their sensitivity to all the modal parameters (natural frequencies, mode-shapes and damping ratios). Note also that similar results are obtained for different forcing frequencies.

As predicted, the PCA analysis of the time-responses reveals the presence of two POMs (Figure 3(b)). These POMs can be used for damage localization as explained in section 2.5 using the indicator based on strain energy functions. The results are given in Figure 4. Note that, as residual deformations are distributed over the structure, the strain energy indicator shows scattered residual energies. In this case, the result reveals that damage is located in element \( n^o 28 \) but also shows the presence of errors in elements \( n^o 10 \) and 19 which correspond to the elements clamped at the base. This confirms that methods of damage localization should be applied with care and that engineering insight is always necessary to assess the likely damages.
4. Conclusion

A damage detection method based on PCA has been considered in the case of harmonically excited structures. One advantage of the method is that it does not require modal identification (EMA) as it is directly based on the processing of time-responses. Another advantage is that the damage indicator based on the concept of subspace angles is a global indicator including all the modal information of the structure. Consequently, it does not require to select modes that are sensitive to damage as it would be the case in EMA. As the POMs obtained from PCA of the responses are scaled by the excitation force and may be interpreted as deformation vectors, they can be used for damage localization when a reliable FE model is available.
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