Abstract—This paper deals with the derivation of a simplified model of a distribution network hosting dispersed photovoltaic units. The model is aimed at short-term dynamic simulations of a transmission grid in response to large disturbances. In a first step, a generic dynamic model of a photovoltaic unit is proposed, focusing on its interactions with the grid, in particular the controls triggered by voltage disturbances. The model takes into account various present and near-future grid codes. In a second step, a dynamic equivalent is derived accounting for the distribution network, the dispersed photovoltaic units, as well as static and dynamic (motor) loads. This equivalent is of the “grey-box” type and its parameters are tuned in the least-square sense to match the dynamic response of the original, unreduced system. Simulation results are reported on a detailed 913-bus distribution system subject to faults at transmission level.
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I. INTRODUCTION

Power systems are getting increasingly complex because of the fast growing share in the electricity production mix of distributed generation. The latter is mainly connected to distribution grids, and distribution systems will become more and more “active”.

The dynamics of the future power systems will thus arise from many distributed components. Hence, it becomes urgent to account for the contributions of such Active Distribution Networks (ADNs) in power system dynamic studies.

One approach could be the simulation of the combined transmission and distribution systems. In spite of advances in computational power and large-scale simulation algorithms, including parallel processing techniques [1], handling the entire, detailed model with hundreds of thousands of differential and algebraic equations is extremely challenging.

Another obstacle could be the confidentiality of data. While the Distribution System Operator (DSO) of a Medium-Voltage (MV) and Low-Voltage (LV) grid is usually entitled to collect data about the connected equipment, sharing this information with the Transmission System Operator (TSO) may raise legal issues.

Finally, collecting all the parameters and matching the operating point of concern may represent a prohibitive data processing problem for the TSO.

Clearly it makes sense for the DSOs to process the data of their own systems and transmit to the TSO reduced, “anonymized” models of significantly lower complexity than the original, unreduced model that they have assembled. Those equivalents are intended to be attached to the model of the transmission system for use by the TSO in dynamic security assessment studies.

This paper focuses on the specific but common case of a distribution grid hosting many PhotoVoltaic (PV) units, at both the MV and LV levels. Nevertheless, the methodology is expected to apply to other power-electronics interfaced generators.

The dynamic model and its equivalent are derived under the following assumptions: (i) the three-phase distribution grid is assumed to be balanced; (ii) the model is intended for dynamic simulations under the phasor approximation [2], and (iii) emphasis is put on responses to transmission voltage magnitude disturbances.

The rest of the paper is organized as follows. The generic PV unit model adopted in this work is described in Section II. In Section III the test system is presented. Illustrative examples of the model performance are given in Section IV. The derivation of the ADN equivalent is presented in Section V, and the corresponding simulation results are reported in Section VI. Concluding remarks are offered in Section VII.

II. GENERIC MODEL OF A PV UNIT AND ITS CONTROLS

The generic model of a PV unit (an upgraded version of the one in [3]) is shown in block-diagram form in Fig. 1. The model focuses on the interactions of the PV unit with the grid, rather than on a detailed representation of its components. Furthermore, the embedded controls meet the requirements of recent and near-future grid codes for PV units such as those described in Refs. [4], [5], [6] and [7]. The model is parametrized to easily accommodate a specific grid code [8].

In Figure 1, \( v_x \) and \( v_y \) are the projections on orthogonal reference axes \((x, y)\) of the phasor of the terminal voltage. \( i_x \) and \( i_y \) are the corresponding projections of the phasor of the current injected into the network.

The main parts of the model are described in the rest of this section. Most of them rely on the measured voltage \( V_m \) which differs from the terminal voltage:

\[ V_t = \sqrt{v_x^2 + v_y^2} \]

by a simple lag block with time constant \( T_m \).
A. Phase Locked Loop controller

The Phase Locked Loop (PLL) controller model is shown at the top of Fig. 1. It ensures that the phasor of the current injected by the PV unit has the proper magnitude and phase angle with respect to the terminal voltage phasor.

With reference to Fig. 2, the PLL controller aims at aligning its $d$ axis with the measured voltage phasor $V_m$. $\theta$ is the angle between respectively the $d$ axis and the reference $x$. In steady state, the integrator forces $v_q = 0$; then, $\theta$ coincides with the “true” voltage phase angle $\theta_r$ and $v_d$ is equal to the voltage magnitude.

The desired active and reactive currents, respectively $i_P$ and
\[ \bar{V}_m = V_{\text{ref}} - V_m \]

\[ i_Q = i_q \]

\[ i_q = -i_Q \]

\[ V_{\text{in}} \]

\[ T_1, T_{\text{int}}, T_2, V_{\text{min}}, V_{\text{int}}, V_r \]

\[ i_Q, \] are obtained from the controls detailed next. In steady state, when \( \theta \) coincides with the phase angle of the voltage phasor, \( i_P \) (resp. \( i_Q \)) is the active (resp. reactive) current truly injected into the grid.

The speed of response of the PLL can be adjusted through the gain \( k_{\text{PLL}} \).

If the terminal voltage is severely depressed and \( V_m \) drops below the threshold \( V_{\text{PLL}} \), the PLL is temporarily “frozen” to avoid instability [9]. This is obtained by switching \( F_{\text{PLL}} \) from one to zero (see Fig. 1).

**B. Low Voltage Ride-Through (LVRT)**

An important feature of PV units is their LVRT capability, requiring them to remain connected to the grid during a fault as long as the voltage is above a reference curve, as shown in Fig. 3. This curve can be adjusted by modifying the six parameters \( T_1, T_{\text{int}}, T_2, V_{\text{min}}, V_{\text{int}}, V_r \).

The unit disconnection is modeled by the variable \( F_{\text{PLL}} \) switching from one to zero.

**C. Active current injection**

The solar irradiation is assumed constant over the simulation interval (of a few seconds), leading to a constant power \( P_{\text{ext}} \).

Dividing the latter by the voltage \( V_m \) and limiting the result to \( I_{\text{Pmax}} \) discussed in the sequel yields the active current command \( i_{P\text{cmd}} \).

The inverter response to the \( i_{P\text{cmd}} \) command is represented by a simple lag block with time constant \( T_g \) and an internal rate limiter.

**D. Reactive current injection**

Units may be requested to inject reactive current into the grid in order to support the terminal voltage. As shown in Fig. 4, the injected reactive current varies with the measured voltage according to:

\[
\begin{align*}
\text{if } V_m & \leq V_{S1} : \quad i_{Q\text{sup}} = k_{\text{RC}1}(V_{S1} - V_m) + m I_{\text{nom}} \quad (1) \\
\text{if } V_m & > V_{S2} : \quad i_{Q\text{sup}} = k_{\text{RC}A}(V_{S2} - V_m) - n I_{\text{nom}} \quad (2) \\
\text{else} : \quad i_{Q\text{sup}} & = 0. \quad (3)
\end{align*}
\]

where \( I_{\text{nom}} \) is the inverter nominal current. The parameters \( m, k_{\text{RC}1}, V_{S1}, k_{\text{RC}A}, V_{S2} \) allow changing the characteristics of voltage support, or even disabling this service (for instance, for units connected to an LV grid).

Note that, according to Eq. (2), in case of overvoltage, a reactive current is drawn from the grid (i.e. the unit absorbs reactive power) to alleviate the terminal voltage rise. This mode of operation is not shown in Fig. 1 to preserve legibility.

The component \( I_{Q\text{ref}} \) (see Fig.1) is added to the reactive current setting to comply with some grid codes requiring a nonzero reactive power in steady state.

Again, the inverter response to the \( i_{Q\text{cmd}} \) command is represented by a lag block with time constant \( T_g \).

**E. Active - reactive priority**

For efficient voltage support, units are assumed to give priority to reactive current injection during a fault. This may require reducing the active current in order to avoid exceeding the inverter current limit \( I_{\text{nom}} \). The maximum active and reactive currents are thus given by:

\[
\begin{align*}
I_{P\text{max}} & = P_{\text{flag}} I_{\text{nom}} + (1 - P_{\text{flag}}) \sqrt{I_{\text{nom}}^2 - i_{Q\text{cmd}}^2} \quad (4) \\
I_{Q\text{max}} & = P_{\text{flag}} \sqrt{I_{\text{nom}}^2 - i_{P\text{cmd}}^2} + (1 - P_{\text{flag}}) I_{\text{nom}} \quad (5)
\end{align*}
\]

In normal operating conditions, i.e. when \( V_{S1} < V_m < V_{S2} \), priority is given to active current and the variable \( P_{\text{flag}} \) is at one. In that case, the maximum value of the active current (\( I_{P\text{max}} \)) is set to \( I_{\text{nom}} \) and the maximum value of the reactive current (\( I_{Q\text{max}} \)) depends on the active current command \( i_{P\text{cmd}} \). When the voltage falls below \( V_{S1} \), priority is given to reactive current, \( P_{\text{flag}} \) switches to zero, \( I_{Q\text{max}} \) is set to \( I_{\text{nom}} \) and \( I_{P\text{max}} \) depends on \( i_{Q\text{cmd}} \).
F. Overvoltage protection

When \( V_{m} \) exceeds a high voltage threshold, the unit is assumed to trip without delay to avoid damaging insulation materials and electronic components.

The unit disconnection is modeled by the variable \( F_{vh} \) switching from one to zero.

G. Other controls

The model also includes control blocks responding to frequency deviations but they are not shown here for clarity, since frequency disturbances are not investigated in this paper.

III. Test system

A. Distribution grid

The 75-bus 11-kV distribution grid previously considered in [3], [10] has been used in this study. Its one-line diagram is shown in Fig. 5. Among the 75 MV buses, it is assumed that 38 feed LV distribution grids to which small residential PV units are connected, as detailed in Section III-B. At the remaining 37 buses, an industrial load and a large PV unit are connected, as detailed in Section III-C.

The total load is 21.9 MW/5.4 Mvar for a total PV generation of 11.1 MW, leading to a 11.4 MW/7.0 Mvar injection by the HV/MV transformer.

B. LV distribution feeders hosting small PV units

A generic, double LV distribution feeder is connected to some of the MV buses through an MV/LV distribution transformer, as shown in Fig. 6. The residential loads connected to the LV nodes are represented by an exponential model for the static part, in parallel with a small induction motor for the dynamic part. The motor parameters are taken from [11]. Moreover, a small residential PV unit of a few kW is connected in parallel with each LV load. Those units do not support grid voltages; instead, they trip whenever the terminal voltage magnitude falls below the LVRT curve shown in Fig. 7.a.

In terms of installed capacity, all residential PV units together account for 2 MW.

C. Industrial loads with large PV units

Larger, industrial loads and larger PV units are connected to the other buses of the MV grid, as shown in Fig. 8. The loads also include a static part with exponential model and an equivalent induction motor, whose parameters are representative of large industrial motors [11]. Those industrial PV units have capacities around a few hundred kW. Hence, they are assumed to have LVRT capability and support the network voltages by injecting reactive current. The corresponding characteristics are shown in Figs. 7.b and 9, respectively.

The durations in this LVRT characteristic are strongly dependent on the protection philosophy of the transmission network. Moreover, the lowest voltage \( V_{min} = 0.2 \) pu depends on the residual voltage magnitudes experienced by the MV grid when faults occur in the transmission system.

In terms of installed capacity, all industrial PV units account for 15 MW.
D. Randomization of data

To account for the diversity of loads and PV units in a real-life system, some parameters have been randomly varied around typical values from one bus to another. This is the case for the PV unit installed capacities, the nominal power and the electrical parameters of all induction motors.

E. Overall model complexity

Time simulations have been performed with RAMSES, a software for phasor-mode time simulation developed at the Univ. of Liège [12].

The complete system model includes 913 (MV and LV) buses, 797 static loads, 797 induction motors, 37 large PV units, and 760 small PV units.

Each motor is represented with a single-cage model involving 10 differential-algebraic equations. Each PV unit model (see Fig. 1) involves 93 differential-algebraic equations. For simplicity all PLL controllers were tuned identically.

IV. ILLUSTRATIVE EXAMPLES OF MODEL PERFORMANCE

A single operating point of the test system has been considered. Since the simulations last for a few seconds, the active power available on PV units and the load demand are assumed to remain constant.

A. Behaviour of an individual PV unit

A short-circuit taking place at \( t = 0.1 \) s and lasting for 100 ms has been applied at some electrical distance of a large industrial PV installation.

Figure 10 shows the time evolution of the active and reactive currents injected into the grid. The unit operates initially at unity power factor. In accordance with the reactive current priority, the PV unit injects reactive current during the fault in order to support the terminal voltage, while the active current is strongly reduced in order to not exceed the maximum current of the inverter.

Figure 11 shows the time evolution of the terminal voltage. The response shown with dashed line has been obtained assuming that the unit has LVRT capability and participates to voltage support through reactive current injection. For comparison purposes, the response shown with solid line corresponds to the case when the PV unit does not inject reactive current, but trips when the voltage falls below 0.8 pu. As expected, the combined LVRT capability and reactive current injection boosts the voltage recovery significantly. The corresponding effect on the speed of a large industrial motor is shown in Fig. 12. The grid support by the PV unit allows a faster speed recovery (at the cost, however, of some oscillations).

B. System-wide behaviour

The following simulation results show the evolution of voltages in response to various voltage dips applied on the primary side of the HV/MV transformer.

Voltage dips are characterized by their depth, which depends on the fault location in the transmission network, and their duration, which relates to protection performances. The following scenarios (inspired of protection design used by one TSO) have been considered:

1) a fault on the transmission grid causing a drop of 0.8 pu, cleared by primary protections after 100 ms;
2) a fault on the transmission grid causing a drop of 0.8 pu, cleared by back-up protections after 250 ms;
3) a fault closer to the HV/MV transformer resulting in a drop of 0.95 pu, also cleared after 250 ms. This pessimistic scenario has been chosen in order to challenge the PV unit grid requirements.

The terminal voltages of a sample of large PV units are shown in Figs. 13, 14 and 15, respectively, corresponding to the three scenarios. In all three cases, the very first voltage drop is significantly smaller than the initiating HV voltage drop, thanks to reactive current injection. However, in Scenarios 2 and 3, with the fault lasting 250 ms, the voltages eventually drop more significantly than in Scenario 1, with a 100 ms fault duration. This is caused by motor deceleration lasting longer, resulting in high currents and large reactive powers drawn from the grid.

It can also be seen that the LVRT and reactive current injection requirements have been properly specified to avoid unit disconnection in Scenarios 1 and 2. On the other hand, in Scenario 3, almost all PV units terminal voltages drop below the LVRT limit. However, this takes place at the very end of the fault-on period. Under the effect of the measurement time constant $T_m$, some units do not detect the LVRT curve crossing, and remain connected. Out of the 37 large PV units, 11 trip, which represents 25% of the corresponding active power generation. Furthermore, voltage recovery after fault clearing is significantly slower in Scenario 3 than in Scenario 2.

V. DERIVING THE ADN EQUIVALENT

A. Brief literature review

Recent works resort to various techniques in order to derive ADN models. A detailed classification of methods is offered in [13] and [14], for instance. Two main groups of methods are distinguished.

The “conventional” approaches address more specifically the identification of a reduced-order model. They include basically the coherency and the modal analysis methods. The former are based on the identification and aggregation of coherent synchronous generators. Hence, they can hardly be applied to components interfaced to the grid with power electronics. The latter methods are based on state space models linearized around an equilibrium point. For instance, in Ref. [15] the Hankel Norm Approximation has been used for the model reduction of a power system with photovoltaic generation. The results indicate that this method can significantly reduce the model order and simulation times while retaining a good accuracy. However, this is only valid for small deviations from a given operating point. Those approaches are not likely to capture the nonlinear and discontinuous behaviour of distributed generation in response to large disturbances in the transmission system, such as switching from active to reactive current priority, tripping of some units, etc.

In “measurement-based” and “simulation-based” methods, the distribution system response is either measured or simulated and curve fitting techniques are used to determine the model parameters. The methods of this family appear attractive since they can deal with non-synchronous generators and large disturbances.

Among them, the “grey-box” approach, as defined and recommended in [16], is appealing from an engineering viewpoint. The model has a known structure but unknown parameters, to be identified from simulations or measurements. In contrast, a “white-box” model would involve a detailed model of all components. (This corresponds to the unreduced,
reference model presented in § III.) On the opposite, in a “black-box” approach, the structure of the model is not known a priori. The model can be determined using recurrent Artificial Neural Network, for example [17]. Though, large data sets are required to be informative enough [14]. A major advantage of grey-box models is the ability to embed physical knowledge about the system in the structure of the equivalent. As an example, a “grey-box” generic model of ADN is presented and validated in [18] and [19]. Nevertheless, the original ADN model appears to be relatively small and it is not clear whether the equivalent is able to account for the discrete events triggered by inverter controls in response to large disturbances.

B. Structure of the equivalent

In the spirit of a grey-box approach, the equivalent considered in this work consists of “lumping” various PV units into a single equivalent, represented by the generic model of Section II. Furthermore the PV units are clustered according to the grid requirements they follow. Namely, one equivalent PV generator accounts for the small residential PV units not providing grid support and another one for the large, grid-supporting PV units.

Similarly, all loads are lumped into an equivalent including, for the dynamic part, a 3rd-order induction motor model and, for the static part, an exponential model:

$$P = P_o \left(\frac{V}{V_o}\right)^\alpha \quad \text{and} \quad Q = Q_o \left(\frac{V}{V_o}\right)^\beta$$  \hspace{1cm} (6)

The resulting structure of the equivalent is shown in Fig. 16. To account for voltage drops inside the distribution network, the lumped load and the lumped PV units are in series with equivalent impedances. Separate branches have been considered to avoid the load and the PV units to be all at the same voltage. The six parameters $R_{pv}$, $X_{pv}$, $R_{PV}$, $X_{PV}$, $R_{load}$ and $X_{Load}$ have to be identified. Note that the model is intended to be connected on the MV side of the HV/MV transformer, which serves as natural interface with the transmission system (where faults are going to be considered).

C. Partial tripping of equivalent PV unit

As illustrated by the simulation results in Section IV, the equivalent PV units must account for the tripping of some of the individual units they replace. This is a challenging modelling issue because individual units are now lumped into a single equivalent, with a single terminal voltage $V_m$. The problem has been tackled by providing the equivalent PV unit with a “partial tripping” feature as explained next.

Let us define $t_f$ as the time during which the terminal voltage $V_m$ stays below the $V_r$ threshold defined in Fig. 3. Partial tripping is reflected by multiplying the unit output current by:

$$F = f_1 f_2 f_3 \quad \text{with} \quad 0 \leq f_1, f_2, f_3 \leq 1$$

where $f_1$, $f_2$ and $f_3$ relate to the three time intervals considered hereafter (symbols are defined in Fig. 3).

1) 1st case: $t_f \leq T_1$: $f_1$ varies with $V_m$ as shown in Fig. 17.a, where $0 \leq c, d \leq 1$. It is assumed that a fraction $1 - c$ of the units trips as soon as $V_m$ drops below $V_{min}$, while the remaining units are progressively disconnected as $V_m$ further drops, as shown by the inclined part of the curve.

![Fig. 17. Partial tripping: determination of the factors $f_1$, $f_2$ and $f_3$](image)

$$f_1 (a) \quad t_f \leq T_1$$

$$f_2 (b) \quad T_1 \leq t_f \leq T_{int}$$

$$f_3 (c) \quad t_f \geq T_{int}$$

$$d V_{min} \quad V_{min} \quad V_m \quad f V_{int} \quad V_{int} \quad V_m$$

$$T_{int} \quad u T_2$$
2) 2nd case: $T_1 < t_f \leq T_{int}$: In this case, tripping will take place if $V_m < V_{int}$. The factor $f_2$ varies with $V_m$ as shown in Fig. 17.b, similar to Fig. 17.a, but with $V_{int}$ substituted to $V_{min}$ and $(c, f)$ to $(c, d)$.

3) 3rd case: $T_{int} < t_f$: In post-fault conditions, tripping may take place due to slow voltage recovery. This is reflected by $f_3$ which decreases linearly with $t_f - T_{int}$ as shown in Fig. 17.c, involving the additional parameter $u$, with $T_{int}/T_2 < u \leq 1$.

$f_1$, $f_2$ and $f_3$ remain constant after the voltage $V_m$ has recovered above $V_r$, considering that the PV units are not reconnected.

The above model involves five parameters $(c, d, e, f$ and $u)$ to be identified.

Since the simpler LVRT characteristic of Fig. 7.a is used for small PV units, a simplified partial tripping is considered in the corresponding equivalent. It only involves the multiplier $f_1$ with the two associated parameters $c$ and $d$.

D. Identifying the parameters of the equivalent

The equivalent ADN involves a total of 39 parameters, as detailed in Table I.

All these parameters are grouped in a $\theta$ vector which is adjusted to minimize in the least-square sense the difference between the response of the unreduced and the equivalent systems, respectively. The response is measured in terms of active and reactive powers flowing out of the HV/MV transformer.

The parameters are obtained by applying $m$ distinct training input signals to the models. For the $j$-th signal ($j = 1, \ldots, m$), we denote by:

$P_c(\theta, j, k)$ the discrete-time evolution of the active power flowing into the equivalent system;

$Q_c(\theta, j, k)$ the corresponding evolution of reactive power;

$P_d(j, k)$ the discrete-time evolution of the active power flowing into the unreduced system;

$Q_d(j, k)$ the corresponding evolution of reactive power, where $k$ refers to the discrete times used by the time-simulation solver. The same time instants are considered for both the unreduced and the equivalent system; if needed, interpolation is used to make the time instants coincide. The number of discrete times is denoted by $n$.

The least-square parameter estimation minimizes:

$$\varepsilon(\theta) = \varepsilon_P(\theta) + w \varepsilon_Q(\theta)$$

where:

$$\varepsilon_P(\theta) = \sum_{j=1}^m \frac{\alpha_j}{n} \sum_{k=1}^n [P_c(\theta, j, k) - P_d(j, k)]^2$$

$$\varepsilon_Q(\theta) = \sum_{j=1}^m \frac{\alpha_j}{n} \sum_{k=1}^n [Q_c(\theta, j, k) - Q_d(j, k)]^2$$

under the constraints:

$$\theta^L \leq \theta \leq \theta^U.$$
TABLE I
PARAMETERS OF THE ADN EQUIVALENT

<table>
<thead>
<tr>
<th>Type</th>
<th>Nb. of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generic PV model accounting for small PV units</td>
<td>1</td>
</tr>
<tr>
<td>Nominal current ( I_{nom} )</td>
<td>1</td>
</tr>
<tr>
<td>Time constants ( T_m ) and ( T_g )</td>
<td>2</td>
</tr>
<tr>
<td>Parameters ( c ) and ( d ) of the partial tripping model</td>
<td>2</td>
</tr>
<tr>
<td>Series resistance ( R_{PS} ) and reactance ( X_{PS} )</td>
<td>2</td>
</tr>
<tr>
<td>Generic PV model accounting for large PV units</td>
<td>1</td>
</tr>
<tr>
<td>Nominal current ( I_{nom} )</td>
<td>1</td>
</tr>
<tr>
<td>Voltages ( V_{min}, V_{int} ) and ( V_r ) of the LVRT curve</td>
<td>3</td>
</tr>
<tr>
<td>Parameters ( m, k_{RC1} ) and ( V_{S1} ) of reactive current injection</td>
<td>3</td>
</tr>
<tr>
<td>Time constants ( T_m ) and ( T_g )</td>
<td>2</td>
</tr>
<tr>
<td>Parameters ( c, d, e, f ) and ( u ) of the partial tripping model</td>
<td>5</td>
</tr>
<tr>
<td>Series resistance ( R_{PV} ) and reactance ( X_{PV} )</td>
<td>2</td>
</tr>
</tbody>
</table>

| Equivalent load | 2 |
| Exponents \( \alpha \) and \( \beta \) of static load component | 2 |
| Static and dynamic parameters of motor component of load | 8 |
| Series resistance \( R_{load} \) and reactance \( X_{load} \) | 2 |

| Share of the initial active and reactive powers by the various components | 1 |
| Fraction of total active power produced by equivalent representing large PV units | 1 |
| Fraction of total active power produced by equivalent representing small PV units | 1 |
| Part of the total active power consumed by static load component | 1 |
| Part of the total reactive power consumed by static load component | 1 |

It is observed that the final active power is slightly larger than the initial one indicating that some PV units, typically the residential ones, have tripped.

The estimated parameters yield, in all cases, a response of the equivalent very close to that of the unreduced system, showing that the ADN equivalent reliably reproduces the behaviour of the latter, seen from the transmission system. In particular the final values are almost identical, indicating that the fraction of units tripped has been estimated correctly.

D. Validation phase

For validation purposes, the identified ADN equivalent has been tested against a voltage dip with \( \Delta V = 0.55 \) pu and \( \Delta T = 250 \) ms not considered in the training phase, followed by oscillations that could be representative of rotor angle swings in the transmission system. The voltage applied at the HV side of the HV/MV transformer is shown in Fig. 25.

Figures 26 and 27 show the active and reactive power responses of both the unreduced and the reduced system. For the reactive power flow the accuracy is as good as it was with the training signals (see Figs. 22-24). For the active power

C. Training phase

The eight training signals \( (m = 8) \) detailed in Table II have been used altogether to estimate \( \theta \). All responses have been given the same weight, i.e. \( w = 1 \) and \( \alpha_j = 1, j = 1, \ldots, 8 \). A sample of results is given in Figs. 19 - 24, showing the active and reactive power responses of both the detailed and the reduced systems, for the training signals No. 3, 4 and 6. These are the powers entering the HV/MV transformer, on its HV side.

| TABLE II |
| TRAINING SIGNAL CHARACTERISTICS |
| No | \( \Delta V \) (pu) | \( \Delta T \) (ms) |
| 1 | 0.5 | 0.10 |
| 2 | 0.5 | 250 |
| 3 | 0.6 | 100 |
| 4 | 0.6 | 250 |
| 5 | 0.7 | 100 |
| 6 | 0.7 | 250 |
| 7 | 0.8 | 100 |
| 8 | 0.8 | 250 |

Fig. 18. Training phase using predefined voltage signals

less than 1%. (One was relative to the motor mechanical torque, and the other was the \( u \) parameter in Fig. 17.c.) This very low number suggests that the initial set of parameters had been properly selected. Those two parameters were set to an average value and removed from \( \theta \).
Fig. 19. Training signal No. 3: Comparison of active power responses of the original and the equivalent models

Fig. 20. Training signal No. 4: Comparison of active power responses of the original and the equivalent models

Fig. 21. Training signal No. 6: Comparison of active power responses of the original and the equivalent models

Fig. 22. Training signal No. 3: Comparison of reactive power responses of the original and the equivalent models

Fig. 23. Training signal No. 4: Comparison of reactive power responses of the original and the equivalent models

Fig. 24. Training signal No. 6: Comparison of reactive power responses of the original and the equivalent models

flow, there is still room for improvement. Indeed, while the largest excursions, immediately after the fault occurrence and immediately after its clearing, are correctly reproduced, the subsequent oscillations are too damped. The exponent $\alpha$ of the static load component has been found to have a significant impact: increasing $\alpha$ results in a better (i.e. lower) damping but also less accurate variations immediately after fault occurrence and clearing.

This also suggests that training signals involving oscillations should be considered in the future.

E. Computational efficiency

As expected, the ADN equivalent yields a high computational efficiency. For instance, simulating the case of Fig. 26 takes around $0.3$ s with the equivalent, and $17.1$ s with the unreduced system (results on a laptop with an Intel(R) i7-6820 HQ quad-core processor @2.70 GHz, and 16 GB of RAM). Parallel processing with four threads [12] was activated when simulating the unreduced system.

The main drawback of using evolutionary algorithms is the significant computing time needed to perform the least-square
minimization. Indeed, during the algorithm, new populations are generated a very large number of times and each new generation requires computing the dynamic response of the reduced system, for which the speed is independent from the optimization algorithm and cannot be shortened. However, there is still hope to improve the rate of convergence by properly tuning the parameters of the DE algorithm. Alternative optimization techniques, such as derivative-free optimization, are also contemplated.

VII. SUMMARY AND PERSPECTIVES

The on-going research reported in this paper aims at deriving dynamic equivalents of distribution networks hosting significant amounts of dispersed generation. Those reduced-order models are for use at transmission level in dynamic simulations involving large disturbances. The emphasis is on PV units, although the methodology is general, and the model suits to other inverter-based generation.

First, a generic model of PV unit has been presented. It focuses on how the unit interacts with the grid, and assumes its compliance with recent grid codes. To this purpose, discrete events are taken into account such as the switching between active and reactive priority, or the tripping in low voltage conditions.

Next, a “grey-box” equivalent has been presented in which the PV units are lumped into two equivalent units according to the grid requirement they follow: one for the small residential installations, the other for the large industrial units. Each equivalent unit is represented by the above mentioned generic model. Similarly, all individual loads are lumped into a single equivalent, combining a dynamic motor and a static exponential model. The resulting two units and load are connected each through a separate impedance to account for voltage drops inside the distribution network. The equivalent involves as many as 39 parameters, adjusted to match the unreduced system response in the least-square sense.

The following extensions are among those envisaged in the near future.

- While the equivalent PV units are already differentiated by voltage levels and grid requirements, it is relevant to similarly distinguish loads according to the voltage level at which they are connected. Then, placing the two equivalent impedances in series would lead to the structure shown in Fig. 28.
- The models can be extended to include different types of inverter-based generators with various implementations of controls and grid requirements.
- The least-square estimation of parameters minimizes the Euclidean distance between the reference and the adjusted evolutions. Alternative accuracy measure could be considered, based for instance on the metrics detailed in [24] and [25].
The parameters $\theta$ have been estimated for one particular operating point of the unreduced system. The model validity after changes of generations and/or loads has to be assessed. In particular, it has to be checked whether simply updating the powers of the equivalent PV units and load, without re-estimating the parameters $\theta$ does not impact accuracy.

Generally speaking, there exists some uncertainty on the behaviour of distributed generation and even more of loads. One way to deal with this issue is to perform Monte Carlo simulations involving random variations of the parameters of the detailed, unreduced test system. Thus, for a given disturbance and a given operating point, a set of dynamic responses would be generated. The identification would be performed with respect to one representative response from this set, and the required accuracy would be selected based on the dispersion of the responses.

The Monte Carlo simulations could also include random measurement noise affecting $V_{m}$. This, together with random variations of $T_{m}$ (see Fig. 1) would somehow “de-synchronize” the events taking place in PV units.

A wider range of training signals has to be considered, involving for instance frequency deviations, voltage phase angle jumps, etc. The main motivation is to avoid “overfitting” the response to particular signals, and make the equivalent suitable for a wider range of transients in the transmission system, although most likely at the cost of a lower accuracy. The treatment of frequency deviations, for instance, will require to increase the set of parameters. Hopefully by adding training signals new subsets of parameters have their estimate improved.
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