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7INRA, UMR1114, EMMAH, Domaine Saint-Paul, 84914 Avignon Cedex 9, France
8UAPV, UMR1114, EMMAH, 33, Rue Lois pasteur, 84000, Avignon, France
9INRA, UMR1091, Environnement et Grandes Cultures, 78850 Thiverval-Grignon, France
10CNRM/GAME, Mét́eo-France, CNRS, 42 avenue Coriolis, 31057 Toulouse Cedex 1, France

Correspondence to:Y. Zhao (yan.zhao@lsce.ipsl.fr)

Received: 29 November 2010 – Published in Biogeosciences Discuss.: 9 March 2011
Revised: 29 April 2012 – Accepted: 7 May 2012 – Published: 11 July 2012

Abstract. We analyze how biases of meteorological drivers
impact the calculation of ecosystem CO2, water and energy
fluxes by models. To do so, we drive the same ecosystem
model by meteorology from gridded products and by meteo-
rology from local observation at eddy-covariance flux sites.
The study is focused on six flux tower sites in France span-
ning across a climate gradient of 7–14◦C annual mean sur-
face air temperature and 600–1040 mm mean annual rainfall,
with forest, grassland and cropland ecosystems. We evaluate
the results of the ORCHIDEE process-based model driven by
meteorology from four different analysis data sets against the
same model driven by site-observed meteorology. The evalu-
ation is decomposed into characteristic time scales. The main
result is that there are significant differences in meteorology
between analysis data sets and local observation. The phase
of seasonal cycle of air temperature, humidity and shortwave
downward radiation is reproduced correctly by all meteoro-
logical models (averageR2 = 0.90). At sites located in alti-
tude, the misfit of meteorological drivers from analysis data
sets and tower meteorology is the largest. We show that day-
to-day variations in weather are not completely well repro-
duced by meteorological models, withR2 between analysis
data sets and measured local meteorology going from 0.35

to 0.70. The bias of meteorological driver impacts the flux
simulation by ORCHIDEE, and thus would have an effect
on regional and global budgets. The forcing error, defined by
the simulated flux difference resulting from prescribing mod-
eled instead of observed local meteorology drivers to OR-
CHIDEE, is quantified for the six studied sites at different
time scales. The magnitude of this forcing error is compared
to that of the model error defined as the modeled-minus-
observed flux, thus containing uncertain parameterizations,
parameter values, and initialization. The forcing error is on
average smaller than but still comparable to model error, with
the ratio of forcing error to model error being the largest on
daily time scale (86 %) and annual time scales (80 %). The
forcing error incurred from using a gridded meteorological
data set to drive vegetation models is therefore an important
component of the uncertainty budget of regional CO2, wa-
ter and energy fluxes simulations, and should be taken into
consideration in up-scaling studies.
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1 Introduction

The terrestrial biosphere is a key component of the global
carbon cycle that receives large attention in terms of cli-
mate change mitigation because of its current carbon sink
(Prentice et al., 2001; Schimel et al., 2001) and because
of potential positive feedbacks with future climate change
(Friedlingstein et al., 2006). Process oriented Terrestrial Bio-
sphere Models (TBMs) are useful tools to quantify and un-
derstand carbon flux and pool variability at a range of spa-
tial scales, and to predict the response of ecosystems in re-
sponse to climate and environmental changes. Global or re-
gional meteorological fields on a grid, generated by numer-
ical weather prediction models such as the European Center
for Medium-Range Weather Forecasts (ECMWF) or the Na-
tional Center for Environmental Precipitation (NCEP), or by
optimal data interpolation schemes (Mitchell et al., 2009),
are commonly used to drive TBMs for regional and global
applications. Weather is the main driver of variations in CO2,
H2O and heat fluxes on short time scales going from days to
months (Mahecha et al., 2007). Climate plays a key role in
interaction with biotic drivers by controlling fluxes on a sea-
sonal to interannual time scale (Knorr et al., 2005; Peylin et
al., 2005; Ciais et al., 2005; Richardson et al., 2007). One
of the first studies acknowledging that bias in meteorologi-
cal drivers affected the estimation of photosynthesis (GPP)
by models at regional scale is the one of Jung et al. (2007).
They found GPP differences over Europe of 34 % on a sea-
sonal time scale and of 40–60 % on an interannual time-
scale, given different drivers. However, how bias in meteorol-
ogy translates into uncertainty on Net Ecosystem Exchange
(NEE), Latent Heat (LH) and Sensible Heat (SH) fluxes has
rarely been investigated in a systematic approach (Riccuito
et al., 2009; Sczcypta et al., 2011).

To tackle this problem, we use continuous measurements
of CO2, H2O and heat fluxes made by an eddy-covariance
technique at six flux tower sites in France. The six sites cover
three forests, two croplands and one grassland site, growing
under contrasted climate conditions. The choice of France as
a case study to analyze the effects of meteorological driver
biases can be justified because a high-resolution meteorolog-
ical forcing, SAFRAN (Durand et al., 1993, 1999), is avail-
able over the country from the French meteorological ser-
vice Mét́eo-France on a 8 km by 8 km grid. The SAFRAN
regional high resolution forcing can be compared with other
products from coarser resolution global weather analyses
commonly prescribed as input to TBMs.

The TBM used in this study is ORCHIDEE, a process-
oriented model that simulates ecosystem processes and re-
sulting carbon, water and energy fluxes at the time step of a
half-hour. This allows explicit calculation of the diurnal vari-
ation of ecosystem fluxes and consistency with the 30 min
acquisition time step of flux data (Baldocchi et al., 2001; Re-
ichstein et al., 2005). At each eddy-covariance site, meteo-
rological parameters are measured together with CO2, H2O,

and heat fluxes. Site observed meteorology will serve as a
basis against which meteorological analysis data sets can be
compared. For applications limited to sites, local meteorol-
ogy is the best possible driver for TBMs, although it contains
uncertainty (Sect. 2.3) and scale mismatch with the footprint
of eddy-covariance measurements (Baldocchi et al., 2001).
For modeling regional carbon budgets, meteorological forc-
ing is needed on a grid; hence, modelers cannot avoid using
imperfect model data sets. Although there is a scale issue be-
tween local observations and gridded data from meteorolog-
ical models, the comparison at site scale is crucial to assess
model performance at regional scale.

The goal of this study is to investigate how the errors on
meteorological variables impact simulated ecosystem fluxes.
In specific, we address the following questions:

1. How different is meteorology at flux tower locations
between local observation and gridded data-products:
change to data sets?

2. Is the error of modeled meteorology random or sys-
temic?

3. What is the uncertainty of simulated ecosystem CO2,
water vapour and heat fluxes (here using the OR-
CHIDEE model) induced by errors in meteorological
drivers relative to model errors?

4. What is the sensitivity of ecosystem fluxes simulated by
ORCHIDEE to each specific meteorological driver?

These questions are investigated for Net Ecosystem Ex-
change (NEE), photosynthesis (GPP), Total Ecosystem Res-
piration (TER), latent (LH) and sensible heat fluxes (SH).
The time scales investigated go from hour to year, yet focus
on the growing season period.

2 Material and methods

2.1 Eddy-covariance data from six flux towers

The six sites (Table 1) cover a deciduous broad-leaved beech
forest (Hesse), a temperate needle-leaved maritime pine for-
est (Le Bray), a Mediterranean green oak forest (Puéchabon),
an extensively managed grassland (Laqueuille), and two in-
tensive cropland sites, one in the Paris region (Grignon) and
one in the south of France (Avignon). The sites’ climate
space distribution over France is shown in Fig. 1. The entire
data set represents a total of 42 site x years (Table 1).

– Hesse (HES) is a 40-yr old beech forest in the north-
east of France. The growing season spans from 1 May
to mid-October. The forest is thinned each 4–5 yr, and
approximately 20 % of the basal area is removed each
time. The measured stand was thinned in the winters of
1995/1996, 1999/2000 and 2004/2005.
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Table 1.Summary of eddy flux observation sites used in this study.

Site name Hesse
(HES)

Le Bray
(LBR)

Púechabon
(PUE)

Laqueuille
(LQE)

Avignon
(AVI)

Grignon
(GRI)

Vegetation
Class

90 % DBF,
10 % grass

80 % ENF,
20 % grass

90 % EBF,
10 % soil

C3 grass crop crop

Dominant
Species
(Age)

Beech
(40 yr)

maritime
pine
(40 yr)

Mediterranean
green oak
(70 yr)

Extensively
grazed
grassland

Rotation,
wheat-peas-
sorghum

Rotation
maize-
wheat-
barley

Mean annual
Biomass (gC m2)

7000 7850 16 600 300 400 225

Location 7.06◦ E,
48.67◦ N

−0.77◦ E,
44.72◦ N

3.6◦ E,
43.74◦ N

2.75◦ E,
45.64◦ N

4.88◦ E,
43.92◦ N

1.95◦ E,
48.84◦ N

Elevation (m) 300 61 270 1040 32 125

Mean annual
temperature(◦C)

14,2 13,2 13,2 7,4 14,2 11,1

Annual precipita-
tion (mm)

975 972 900 1081 480 600

Observation
Period

1997–2007 1996–2007 2000–2007 2004–2007 2004–2007 2005–2007

Annual NEE
(gC m2)

335 365 235 245 155 235

References Longdoz et
al. (2008)

Delzon and
Loustau (2005)
Jarosz et al. (2008)

Rambal et
al. (2003)

Soussana et
al. (2004)

Olioso et
al. (2005)

Cellier et
al. (2002)

– Le Bray (LBR) is an even-aged maritime pine forest
seeded in 1970, part of the Les Landes forest near the
Atlantic ocean. The growing season is almost all year
round. The site is managed according to a standard lo-
cal management strategy and was thinned in 1991, 1996
and 2004.

– Púechabon (PUE) is a 70-yr old Holm oak forest, typical
of Mediterranean southeastern France. It has a Mediter-
ranean climate type. Rainfall mainly occurs during fall
and winter with about 80 % between September and
April; the summer is very dry. The growing season goes
mostly from March to mid-August.

– Laqueuille (LQE) is an extensively managed grassland
located in Massif Central (central France). The growing
season goes from the end of April until October. During
that period the grassland is lightly grazed continuously
and no fertilizer is applied.

– Avignon (AVI) is a long established agricultural site
located in southeastern France. Durum wheat, peas
and durum wheat are the rotation crops grown during
2003/2004, 2004/2005 and 2005/2006, respectively. All

are winter crops and their harvest date is at the end of
June. In 2007 sorghum, a C4 summer crop, was grown
and harvested in the middle of October. Irrigation is ap-
plied in particular to sorghum and peas. In the follow-
ing, we focus the comparison of AVI fluxes with OR-
CHIDEE simulations (winter C3 crop type) for the pe-
riods of winter crop cultivation.

– Grignon (GRI) is an intensive cropland site situated
in the Paris area. The rotation was maize-wheat-barley
in 2005, 2006 and 2007, with mustard as an intercrop
between barley and maize. Maize is seeded by early
May and harvested at the end of September. Wheat and
barley are seeded in the middle of October and har-
vested around early-to-mid July. The site is managed
with superficial tillage and a slurry application every
three years at mustard sowing.

The growing season (GS) and peak growing season (PGS)
are site- and definition- dependent. We define GS as the pe-
riod going from 1 May to 30 September for all sites, except
for PUE where it is from 1 March to 31 August. The PGS,
the two-month period after GPP reaches its peak, spans from
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Fig. 1. The ecosystem types (DBF = deciduous broad-leaved for-
est, EBF = evergreen broad-leaved forest, ENF = evergreen needle-
leaved forest, CRO = cropland, GRA = grassland) of six selected
flux sites over France in the climatic space: mean temperature
versus annual precipitation, which are calculated as the mean of
SAFRAN results over 1994 to 2007. The observed mean tempera-
ture and annual precipitation at each site is indicated. The six sites
are: Hesse (HES), Puéchabon (PUE), La Bray (LBR), Laqueuile
(LQE), Avignon (AVI) and Grignon (GRI).

1 July to 31 August for HES, LBR and LQE, and 1 May to
30 June for PUE, AVI and GRI.

All sites are equipped to measure NEE, SH and LH by
the covariance technique at every 30 min time step (Bal-
docchi et al., 2001). Meteorological data were continuously
measured and averaged every half-hour. Because flux mea-
surements are affected by (1) both random and system-
atic (bias) errors, which arise from limitations of the mea-
surement technique, (2) the stochastic nature of turbulence,
and (3) site-specific differences in data processing protocols
(Moncrieff et al., 1996; Papale et al., 2006; Richardson et
al., 2006, 2008), quality checks of the data were done ac-
cording to CarboEurope-IP guidelines (Aubinet et al., 2000).
Gap-filling was performed according to the marginal distri-
bution sampling (MDS) method (Reichstein et al., 2005), for
which uncertainties were quantified in gap-filling by Mof-
fat et al. (2007). The MDS technique showed a consistently
good gap-filling performance and low annual sum bias. Ac-
cording to the study of Moffat et al. (2007), the gap-filling
techniques are already at or very close to the noise limit of
the measurements and the effects of gapfilling on the annual
sums of NEE are modest (∼50 gC m−2 yr−1). The flux tower
data were downloaded from the Carboeurope-IP database

(http://gaia.agraria.unitus.it) for CO2 fluxes, SH, LH and all
meteological parameters except longwave radiation, which
was complementarily provided by each site manager. Level-
4 data sets are used for the study, in which flux separation
techniques for splitting the observed net carbon fluxes into
assimilation and respiration have been employed (Reichstein
et al., 2005).

2.2 ORCHIDEE model

2.2.1 Model description

The ORCHIDEE terrestrial biosphere model describes the
carbon, energy and water fluxes, (Krinner et al., 2005) and
ecosystem carbon and water dynamics. It contains three sub-
modules: a land surface energy and water balance model,
SECHIBA (de Rosnay and Polcher, 1998; Ducoudré et al.,
1993); a land carbon cycle model, STOMATE; and a model
of long-term vegetation dynamics that includes competition
and disturbances, adapted from Sitch et al. (2003). In this
study, prescribed vegetation is used at each site (5 plant
functional types (PFT) – see Table 1 – being relevant in
this study).

The half-hourly energy and water balance of vegetated and
non-vegetated surfaces, as well as canopy-level photosynthe-
sis, is modeled by using coupled leaf-level photosynthesis
and stomatal conductance equations (Ball et al., 1987; Far-
quhar et al., 1980). Stomatal conductance is reduced by the
soil water stress (McMurtrie et al., 1990) function of soil
moisture and root profiles. Two soil water reservoirs are con-
sidered, a surface reservoir which refills in response to rain
events and which is brought to zero during dry periods, and a
deeper bucket reservoir of 2 m depth updated from evapora-
tion, root uptake, percolation and runoff on a daily time scale.

Autotrophic respiration is modeled at a half-hourly time
step, and plant growth, mortality, soil carbon decomposition
and phenology at a daily time step. Leaf onset is calculated
as a function of growing degree-days and chilling days re-
quirements, or as a function of soil moisture changes spe-
cific to each PFT (Botta et al., 2000). Assimilated carbon
can be allocated to stems, leaves, fruits, carbohydrate re-
serves, fine and coarse roots. Allocation is controlled by phe-
nology, and by light availability, temperature and soil water
(Friedlingstein et al., 1999). Autotrophic respiration is the
sum of temperature-dependent maintenance respiration pro-
cesses and GPP-dependent growth respiration processes. Lit-
ter and soil organic matter decomposition are calculated on
a daily time step using first-order kinetics for decay of 5 C
pools based upon the CENTURY model equations (Parton
et al., 1988).

2.2.2 Model set-up for site simulations

ORCHIDEE is run at each site, driven by meteorological data
(see Sect. 2.3.1 for the required meteorological variables).

Biogeosciences, 9, 2537–2564, 2012 www.biogeosciences.net/9/2537/2012/
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The fractional coverage of PFT at each site is prescribed ac-
cording to site species data (Table 1). Each simulation in-
cludes an equilibrium spin-up run followed by a transient
run. In the spin-up run, observed meteorology for the pe-
riod of observation is used cyclically to drive the model for
1500 yr until equilibration of carbon (and water) pools is at-
tained, with<0.05 % yearly increment. Biomass pools reach
equilibrium within typically 200 yr. The atmospheric CO2
concentration is set to its present-day value of 370 ppm dur-
ing the entire spin-up. After spin up, the model is run dur-
ing the period of observation with yearly atmospheric CO2
concentration (GLOBALVIEW-CO2, 2011). Given this ap-
proach, the long-term modeled carbon balance (NEE) is by
construction equal to zero on a multi-year basis, unlike as
observed at each flux tower. Therefore, ORCHIDEE NEE
is always biased because all the sites have a net CO2 up-
take, 300 gC m−2 yr−1 on average for the forest sites and
200 gC m−2 yr−1 on average for the grass and crop sites (Ta-
ble 1). At the cropland sites, where harvested biomass is ex-
ported away from ecosystem, and thus not respired, the flux-
tower observed NEE is a permanent atmospheric CO2 sink
compared to the model estimate of zero. This bias of long-
term NEE at each site can be corrected by scaling the dis-
equilibrium of soil C pools by an empirical factor (Sect. 2.5).

2.3 Local flux towers meteorology and gridded model
products

2.3.1 Flux tower meteorology

Meteorological half-hourly forcing data required to drive
ORCHIDEE are surface air temperature (Tair), surface air
specific humidity (Qair), precipitation (Rainfall), down-
welling shortwave (SWdown) and longwave (LWdown) radi-
ation, surface pressure, wind speed and annual atmospheric
CO2 concentration. The uncertainty of the last three drivers
has little impact on the model output, and are thus discarded
in the following.

Observed meteorology (LOCAL) is recorded continuously
on top of each tower, averaged every half-hour and quality
checked (Aubinet et al., 2000; Reichstein et al., 2005). How-
ever, in the Level-4 data set, there are still some missing val-
ues due to either data quality control or instrumental failure,
which account for about 1 % of total number of time steps
for Tair, Qair, Rainfall and SWdown. Because running OR-
CHIDEE requires continuous forcing, these gaps are filled
with the SAFRAN model products, using a linear regression
between tower and SAFRAN daily data in order to keep con-
sistency on a daily time resolution. Daily regression results
are further disaggregated into half-hourly values. Half-hourly
Tair for gap-filling is generated from SAFRAN minimum and
maximumTair using a sine wave, assuming that maximum
temperature occurs at 14:00 UTC + 1 and minimum temper-
ature at 05:00 local time (Campbell and Norman, 1998). Us-
ing the same formula, instead of air temperature, dailyQair is

disaggregated into half-hourly values. Daily Rainfall for gap-
filling is simply given an even distribution throughout the
day. Missing hourly SWdown data are gap-filled from daily
values and solar zenithal angle at each site. Note that LWdown
is not measured at LQE and HES, and covers a subset of the
entire flux record at PUE (2004–2007). In the case of miss-
ing measurements, LWdown is gap-filled by the empirical re-
lationship:

LWdown = (cloudy+ (1− cloudy) · (1670· Qair)
0.08)

Stefans· T 4
air (1)

Where cloudy (cloud cover) is the ratio of SWdown
to maximum SWdown under clear sky conditions, based
on solar zenithal angle;Qair is the specific humid-
ity (kg kg−2); Stefans is the Stefan-Boltzmann constant
(5.67× 10−8 Wm−2 K−4); andTair is the air temperature in
K. Tests during the period with observations show that this
Eq. (1) overestimates mean annual LWdown by 5–15 Wm−2.
Comparison of ORCHIDEE fluxes driven by LOCAL or
by modeled meteorology is focused on the growing sea-
son of period 2004–2007, during which gaps in LOCAL are
neglible (less than 0.01 %). In other words, the comparison
between LOCAL and SAFRAN in this study can be thought
of as quasi-independent.

2.3.2 Gridded meteorology

Four gridded meteorology products are studied: SAFRAN,
EC-OPERA, ERA-I, and REMO (Table 2). SAFRAN is an
optimal data interpolation product based upon French syn-
optic weather station measurements and model results (Du-
rand et al., 1993, 1999). The three other products are gen-
erated by Numerical Weather Prediction models that assimi-
late synoptic in situ and satellite data. The EC-OPERA data
set is from the European Centre for Medium-range Weather
Forecast (ECMWF). Frequent updates in the ECMWF op-
erational assimilation package and atmospheric model cause
discontinuities in the analyzed products. The ERA-I reanaly-
sis (Berrisford et al., 2009) is a consistent production of me-
teorology and climate generated with the same model. The
REMO product is a regional meteorological data set obtained
by driving the REgionalMOdel (Jacob and Podzun, 1997)
over Europe, with initial and boundary conditions prescribed
from ECMWF global fields (Kalnay et al., 1996). Each grid-
ded data-product has a different horizontal and vertical reso-
lution. For comparison with tower meteorology, we selected
the corresponding point in each model grid. A detailed de-
scription of each gridded meteorology product is given in
Appendix A.

2.4 Model–data comparison rationale and statistics

Ecosystem-atmosphere fluxes are shaped by a variety of
fluctuations on different scales of characteristic variability,
ranging from hourly, diurnal, synoptic, seasonal-annual, to

www.biogeosciences.net/9/2537/2012/ Biogeosciences, 9, 2537–2564, 2012
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Table 2.Summary of atmospheric analyses.

Atmospheric Temporal Spatial
analyses Period resolution resolution References

SAFRAN 1994–2007 hourly 8 km Durand et al. (1993, 1999),
Quintana-Segui, et al. (2008)

EC-OPERA 2001–2006 6-h 40 km www.ecmwf.int

ERA-I 1989–2008 6-h 79 km Berrisford et al. (2009)

REMO 1988–2007 daily 50 km Jacob and Podzun (1997)
Kalnay et al. (1996)

decadal periodicities (Katual et al., 2001; Stoy et al., 2005,
2009; Mahecha et al., 2007). Previous studies show that
model–data agreement is a matter of frequency (Baldocchi
et al., 2001; Stoy et al., 2005). Despite that spectral analy-
sis has the advantage of identifying the model–data disagree-
ment in a characteristic scale, it gives no information on the
mean values and thus is unsuitable for bias estimation, one of
the interests of this study. Therefore, in this study we adopt
the conventional time series decomposition practice by var-
ing aggregation levels to construct the half-hourly time series
into four characteristic time series: hourly, daily, monthly and
annual, refered to asXi (i = 1, 4), respectively (see Eq. 2 in
below). However, the resulting hourly (X1) and daily (X2)

time series obviously bear strong seasonality. We thus need
to go one step further to remove the seasonal cycle. We build
the new hourly (Y1) and daily (Y2) time series by substracting
the daily mean (X2) and monthly mean (X3) from the aggre-
gated hourly (X1) and daily (X2) times series, respectively.
Consistently, a new monthly time series (Y3) is constructed
from the monthly time series (X3) by removing its annual
mean (X4). We keep annual time seriesX4 unchanged; that
is Y4 is equal toX4 because the long term tendency is not ob-
served within the period of less than 10-yr. Thus, the newly
constructed time seriesYi (i = 1, 3) are essentially series of
“anomaly”. The above described process is summarized as
the following equation:

Yi = Xi − Xi+1i = 1,4; if i = 4 thenXi+1 = 0 (2)

whereXi is the conventional aggregated hourly (i = 1), daily
(i = 2), monthly (i = 3) and annual (i = 4) time series.Yi

(i = 1, 4) is the respective time series of “anomaly”. We note
that in constructing daily time seriesY2, the monthly series
X3 is technically replaced by a series of 31-point running
means of daily aggregationX2. The resulting seriesY2 is not
essentially different from the one made with true monthly
meanX3, but it avoids the series jumping abruptly at the node
of two successive months. In the following, the statistics are
based on time seriesYi (i = 1, 4) if it is not specified.

Statistical criteria applied to the differences between mea-
sured and modeled meteorology (Sect. 3) and to modeled and
observed ecosystem fluxes (Sect. 4) are (1) the Mean Abso-

lute bias Error (MAE), (2) the squared correlation coefficient
(R2), and (3) the Root Mean Squared Error (RMSE).

2.5 Optimization of TER

The annual mean simulated TER is expected to be overesti-
mated by ORCHIDEE, given the equilibrium assumption for
model set up (Sect. 2.2) where soil carbon pools are at their
maximum value for the given climate. These overestimates
of soil C pools and mean TER also have an impact on mod-
eled variability as studied by Carvahais et al. (2010). In order
to improve the simulation of TER, we scaled the simulated
annual respiration to match the observed mean, according to
the following steps:

Step 1: optimize the simulated maintenance autotrophic
respiration (RAM model) by multiplication by a “biomass
disquilibrium factor” defined as the ratio of mea-
sured to simulated average total biomass (<Bobs> /
<Bmodel>), and assume that GPP-dependent growth
respiration (RAG model) is perfectly simulated;

Step 2: estimate the mean average heterotrophic respira-
tion (RHobs) from the difference between observed TER
and the sum of RAM model new+ RG model, and calculate
an optimized simulated heterotrophic respiration at each
time step by multiplying the modeled RH by an average
“soil C disequilibrium ratio” defined as the ratio of mea-
sured to simulated average RH.

This gives:

RAM model opt= RAM model. < Bobs> / < Bmodel> (3)

RHmodel opt= RHmodel. < TERobs− RAM model opt

− RAGmodel> / < RHmodel> (4)

TERmodel opt= RHmodel opt+ RAGmodel+ RAM model opt (5)

We apply this optimization procedure to all sites except PUE.
The observed total biomass provided by each site manager is

Biogeosciences, 9, 2537–2564, 2012 www.biogeosciences.net/9/2537/2012/
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Fig. 2. Meteorological drivers in in situ and in gridded data sets at six sites. First column: hourly mean diurnal cycle over peak growing
season (PGS). Second column: daily mean with a running mean of 3 days for July–August of 2003 at HES, LBR and PUE and of 2005
for LQE, AVI and GRI. Rainfall is calulated as 5-day aggregated values: third column: monthy mean seasonal cycle; fourth column: annual
mean. The hourly mean diurnal cycle and monthly mean seasonal cycle correspond to 2004–2007 except for EC-OPERA (2003 to 2006). In
the case of site-year without measured LWdown, calculated LWdown is plotted in dash lines. See text Sect. 2.1 for the definiton of PGS.
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7000, 7850, 300, 400 and 225 gC m−2 yr−1 at HES, LBR,
LQE, AVI and GRI, respectively. The biomass disequilib-
rium factors are respectively 0.35, 0.55, 0.45, 0.58 and 0.27,
and the soil disequilibrium factors are respectively 0.60,
0.77, 0.85, 0.67 and 0.30 at these five sites. In other words,
heterotrophic respirations are overestimated by ORCHIDEE
from 18 % at LQE to 220 % at GRI.

This optimization procedure for TER is not applied to
the Mediterranean forest site PUE because the overestimated
TER at this site is caused by both discrepancies in carbon
allocation between root and aboveground reservoirs and the
equilibrium assumption: calculation from the above proce-
dure would give negative RHmodel opt, which is not realistic.
We thus simply optimized the simulated TER with the aver-
age observed TER. The ratio of averaged observed to simu-
lated TER is about 0.67, indicating that TER is overestimated
by ORCHIDEE by about 49 % at PUE.

Thus NEE is optimized for all six sites according to

NEEmodel opt= TERmodel opt− GPPmodel. (6)

In the study, the optimized TER and resulting NEE are
presented and discussed without specification.

3 Comparing gridded meteorology forcing against flux
tower data

Figure 2 shows a comparison between observed (LOCAL)
and modeled meteorology from hourly to interannual time
scales based on aggregated time seriesXi (i = 1, 4). Due to
the short length of records, some sites were excluded: GRI,
where the first year of observations is 2005 and whereas EC-
OPERA forcing data is only available till 2006. Figure 3
shows theR2 of LOCAL vs. gridded meteorology on dif-
ferent time scales (Eq. 2). Figure 4 shows the MAE; hourly
and daily statistics are calculated only during the PGS, and
monthly statistics during the GS.

3.1 Hourly time scale

Strictly speaking, the analyses-observation comparison on an
hourly time scale is only appliable to SAFRAN set because
the time resolutions in the other three gridded sets are lower
than hourly (Table 2). However, ORCHIDEE includes an in-
terpolator to convert 6-h or less into half-hours; that is, the
coarse time step of SWdown is converted into half-hourly time
steps as a function of solar zenithal and site location. The
other meteorological variables are linearly interpolated be-
tween two measured times. Daily time series (in the case of
REMO) are disaggregated into a half-hourly scale following
the procedure described in Sect. 2.3.1 for gap-filling, when
downscaling daily to half-hourly is required. Thus, analyses-
observation comparison on an hourly scale provides an op-
portunity for insight on how good the conversion procedure
from coarse time scale to half-hourly is, and whether the spu-
rious behavior has any impact on the simulated carbon and

water fluxes, because conversion of daily to hourly forcing is
common practice for TBMs.

The average diurnal cycles ofTair and SWdown are well
simulated by all gridded products, withR2 from 0.51 to 0.97
(p < 0.01) (Fig. 3). The daytime values ofTair between 06:00
and 19:00 UMT appear, however, to be overestimated at the
forest sites, but within 2◦C of local observations at the crop
sites. This may reflect local evaporative cooling over forests
(Zaitchik et al., 2006; Teuling et al., 2010). The pronounced
diurnal cycle ofQair presented in REMO is found neither
in LOCAL, nor in any other gridded data set. This spurious
diurnal amplitude is most likely caused by our conversion
of daily to hourly values, rather than a structural bias of the
REMO physics (Campbell and Norman, 1998). The observed
LWdown diurnal amplitude (≈40 Wm−2) at LBR, PUE, AVI
and GRI is underestimated by SAFRAN, EC-OPERA and
ERA-I, which give values of 22, 26 and 34 Wm−2, respec-
tively, while it is overestimated by Eq. (1) when applied to
daily REMO output (60 Wm−2). At LBR, HES and GRI, the
diurnal cycle of LWdown in SAFRAN is opposite to that of
other models.

3.2 Daily time scale

Comparison between tower data and gridded model products
is focused on the summer 2003 heat-wave (July–August) pe-
riod at HES, LBR and PUE, and on summer 2005 at LQE,
AVI and GRI (Fig. 2). The main result is that the synoptic-
scale variability of dailyTair, Qair and SWdown is well cap-
tured by all gridded data sets when compared to LOCAL. For
daily variability ofTair during July–August 2003 or 2005, the
meanR2 of LOCAL and models is 0.87 (from 0.79 in REMO
to 0.94 in SAFRAN,p < 0.01). The synoptic variability of
Tair is best captured at HES, where the meanR2 of the four
models is 0.96. The July–August meanTair at LQE is over-
estimated by all models, from 1.1◦C in SAFRAN to 4.2◦C
in ERA-I. This summer bias must be compared to the annual
meanTair bias of 0.8◦C in SAFRAN and 3.3◦C in ERA-I,
due to unresolved topography.

Concerning Rainfall, SAFRAN is in good agreement with
LOCAL for daily values during July–August at all sites, ex-
cept for LBR. At LBR, SAFRAN produces a mean Rain-
fall of 101 mm against 23 mm only in LOCAL, but the rain
gauge data quality was poor during 2002 to 2006 due to in-
strumental failure (Loustau, personal communication, 2010).
The mean summer 2003 Rainfall is 71 mm in SAFRAN
and 75 mm in LOCAL across the six sites, excluding LBR.
REMO overestimates Rainfall by 80 mm in summer 2003,
which would cause problems for simulating the response of
plants to drought during the dry 2003 summer. The daily vari-
ability of Qair is characterized by overall meanR2 values be-
tween models and LOCAL of 0.72, REMO having the lowest
correlation (0.44) and SAFRAN the highest (0.86). The AVI
site has the highestR2 between observed and modeledQair
during July–August 2005 (R2 = 0.90, p < 0.01). The LQE
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Fig. 3. Squared correlation (R2) between meteorological gridded data and in situ data over 2004 to 2007, except for EC-OPERA which
covers 2004–2006. Panels ofR2 from left to right are for hourly, daily, monthly and annual time scales, respectively. Time series used to
calculateR2 correspond to growing season (GS). See text Sect. 2.1 for the definiton of GS. The default statistical confidence level ofR2 is
p < 0.01. Otherwise, the signal “–” at the upright indicates a confidence level ofp < 0.05 and “– –” forp > 0.05.

site has the smallestR2 (0.20,p < 0.01), with low Qair ob-
served during July, and early August being captured by none
of the models. The daily variability of SWdown has a mean
R2 across the six sites of 0.49, with a range going from 0.27
in REMO to 0.68 in EC-OPERA. The HES forest has the
highestR2 for SWdown (0.63) and the PUE Mediterranean
forest the lowest (0.32). But the value ofR2 between LO-
CAL and analysis data is lower for SWdown than forTair or
Qair, and thus errors in SWdown will be a concern in driv-
ing TBM models like ORCHIDEE by gridded products (see
Sect. 5.4).

The LWdown daily variability is well represented by
SAFRAN, EC-OPERA and ERA-I, withR2 values going
from 0.55 (p < 0.01) in SAFRAN to 0.78 (p < 0.01) in
EC-OPERA across the sites at which LWdown measure-

ments were collected during summer 2003; REMO gives
poor performances (R2 = 0.25,p < 0.01). Observed LWdown
(excluding gap-filling values) in summer 2003 and 2005 is
about 365 W m−2, which is about 5 % (p < 0.01) under-
estimated by SAFRAN, EC-OPERA and ERA-I, but 18 %
overestimated by REMO (p < 0.01).

3.3 Monthly time scale

The mean seasonal cycle ofTair, Qair, SWdown and LWdown is
well captured by all gridded products (Fig. 2), with meanR2

above 0.95 (df = 10,p << 0.01). The seasonality of Rain-
fall is well represented by gridded data sets at PUE and AVI
where the Mediterranean summer is very dry, and most Rain-
fall is delivered in autumn (R2 = 0.76± 0.12, p << 0.01).
The agreement between observed and modeled seasonal
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 10 

 127 

Figure 4128 Fig. 4.Mean absolute error (MAE) between meteorological gridded data and in situ data (LOCAL) over 2004–2007, except for EC-OPERA
which covers only 2004–2006. Time series used to calculate MAE correspond to growing season except for at the annual time scale, which
covers continuously from 1997 to 2007, whenever data is available.

Rainfall is better in SAFRAN (R2 = 0.80, p < 0.01) than
in other analysis data sets (R2

≈ 0.50, p < 0.05). The sea-
sonal cycle of LWdown in all gridded data sets is in agree-
ment with LOCAL, but this variable is overestimated by
REMO (by 60 Wm−2) and slightly underestimated by the
other gridded data sets (5 Wm−2 in SAFRAN, and 15 Wm−2

in EC-OPERA and ERA-I). The seasonal phase of LWdown
in REMO correlates well with observations (R2 = 0.86,p <

0.01); the positive bias of LWdown being correlated with the
wet bias of this model.

3.4 Annual time scale

At the 6 sites, SAFRAN, EC-OPERA and ERA-I do not
show systematic bias compared to LOCAL, while REMO
shows an obvious wet bias: Rainfall is overestimated about
2 mm day−1 and LWdown is about 18 % higher (60 Wm−2)

than LOCAL. At the montain grassland LQE there is a posi-
tive bias of atmosphericTair in gridded products going from
0.8◦C in SAFRAN (high resolution) to 4.3◦C in ERA-I
(coarse resolution). This bias reflects the coarse topography
of weather models (Sczcypta et al., 2011). A further examine
shows that the altitude at the corresponding grid where me-
teorology is extracted is always lower than the real altitude

(1040 m), leading to higherTair, which further impacts the
calculation ofQair and SWdown.

Considering HES, LBR and PUE have records longer
than 6 yr, and excluding years with long gaps (a week-
long gap during growing season or 2 week-long gaps during
non-growing season) in measurements, the averageR2 val-
ues between annual modeled and observed meteorology are
0.80± 0.15 (p < 0.01), 0.40± 0.17 (p < 0.05), 0.51± 0.32
(p > 0.05) and 0.50± 0.24 (p > 0.05) forTair, Qair, Rainfall
and SWdown, respectively (Fig. 3). A conclusion can not be
made for LWdown as there is only one site (LBR) with long
observed records, butR2 tends to be low (0.40–0.65). The
main result is that the weather models are only able to re-
produce correctly, i.e.R2 andp < 0.01, the interannual vari-
ablity ofTair, but the variability of other drivers is poorly cap-
tured. In particular, the interannual variability of SWdown is
not well reproduced. The interannual variability of Rainfall is
faithfully reproduced at HES (R2 = 0.96,p < 0.01) and PUE
(R2 = 0.90,p < 0.01) by SAFRAN. This gives higher con-
fidence in SAFRAN meteorology to drive carbon flux on a
year-to-year basis. At the LBR site, this conclusion can not
be made because of rain gauge disfunction in some years
(Loustau, personal communication, 2010). The mismatch of
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Rainfall between the measurement and alysis data at LBR
was also identified by Chen et al. (2007).

3.5 Summary of gridded data sets performance

3.5.1 Correlations between modeled and observed
variability

In general, gridded data sets compare better with local obser-
vations on the monthly scale than other time scales (Fig. 3).
The overall mean monthlyR2 across 5 variables, 6 sites and
4 modeled data sets is 0.82± 0.21 (p << 0.01), signficantly
better than 0.53± 0.35 (p << 0.01) for the hourly scale,
0.58± 0.27 (p < 0.01) for the daily scale and 0.55± 0.26
(p > 0.05) for the annual scale. The diurnal cycles ofTair
and SWdown are realistic in all gridded data sets with over-
all meanR2 of 0.85± 0.11 (p << 0.01) and 0.90± 0.07
(p << 0.01), respectively, which indicate that the conver-
sions of daily values to hourly are reasoanble for these two
variables. By contrast, the diurnal cycle of Rainfall is not
well captured by any of the gridded data sets (0.12± 0.11,
p < 0.01), not even by SAFRAN because sub-daily Rain-
fall was not included in the analysis of SAFRAN (Quintana-
Segui et al., 2007). The diurnal cycle of LWdown in SAFRAN
is not reproduced or even opposite of the local observa-
tion and other gridded data sets. No skill in presenting di-
urnal cycle ofQair in REMO is attributed to the conver-
sion of daily values to hourly. The daily variabilities ofTair
(0.85± 0.13,p << 0.01) andQair (0.72± 0.20,p << 0.01)
are better captured than SWdown (0.46± 0.19, p << 0.01)
and LWdown (0.50± 0.25,p << 0.01). It is still difficult for
weather models to capture the daily variability of Rainfall
(0.33± 0.20, p < 0.01). Although measured daily Rainfall
from climatological networks has been included to produce
the SAFRAN analysis, the skill is modest (R2=0.57± 0.12,
p < 0.01), indicating the problem of spatial heterogeneity
in Rainfall can not be solved even in a fine resolution data
set such as SAFRAN (Quintana-segui et al., 2008). On the
monthly scale, gridded data sets display improved skill to
capture Rainfall variability (R2=0.57±0.28,p < 0.01), but
are still lower than other variables (R2 = 0.89± 0.12, p <

0.01). Concerning interannual variability, onlyTair is well
captured by gridded data sets (R2 = 0.82± 0.15,p < 0.01).

Among the 5 meteorological variables,Tair is best
captured by all gridded data sets at time scales from
hourly to annual (R2 = 0.88± 0.12,p < 0.01), while Rain-
fall is the worst (R2 = 0.38± 0.29,p < 0.01); standing be-
tween them are SWdown (R2 = 0.72± 0.26,p < 0.01), Qair
(R2 = 0.65± 0.26,p < 0.01) and LWdown (R2 = 0.55± 0.27,
p < 0.01). The diurnal cycle of SWdown is well captured by
all gridded data sets, but the challenge is at daily and annual
scales, contrary toQair in which daily variablity is reason-
ably captured but difficult in diurnal cycle and interannual
variability.

Among the 6 sites, the montain grassland site LQE is the
most difficult to simulate by the gridded products, in that
monthlyR2 of Qair and SWdownat LQE is significantly lower
than at any other site (df≈ 5, df≈ 4, p < 0.01).

3.5.2 Bias of gridded data sets

Figure 4a shows the MAE between gridded data sets and
tower observations. The mean biases ofTair and Qair are
small, with median MAE values ranging from 0.5◦C to
2◦C for Tair and from 0.2 to 1.5 g kg−1 for Qair. The larger
REMO hourly MAE is due to our conversion of daily val-
ues to hourly, and thus is not a bias of the model itself.
For hourly Rainfall, we note that none of the gridded data
sets performs better for MAE than a “null model” with
even distribution of Rainfall each hour during rainy days.
The MAE of Rainfall is maximumized on a daily time
scale, going from a MAE = 1.8 mm day−1 in SAFRAN to
MAE = 4.0 mm day−1 in REMO. By contrast, the MAE of
Rainfall remains moderate on longer, monthly and inter-
annual scales (MAE< 1.0 mm day−1 across sites and mod-
els). The MAE of SWdown is large on hourly and daily
scales (30–60 Wm−2), but improves on monthly and annual
scales (10 Wm−2). The MAE of LWdown is minimized with
EC-OPERA on hourly to monthly scales, and maximized
with REMO on annual scales (50 Wm−2; other data sets
≈20 Wm−2).

Concerning the four gridded data sets, SAFRAN shows
the least MAE forTair, but the difference from other analyzed
data sets is not significant (p > 0.50). Moreover, the lower
bias forTair in SAFRAN is likely due to the gain in resolution
(see Appendix B). To the contrary, the MAE of Rainfall at
monthly and annual scales is significantly smaller (p < 0.01)
in SAFRAN than any other gridded data-product, irrespec-
tive of the spatial resolution (see Appendix B). REMO has
the largest MAE for Rainfall at scales from daily to annual,
indicating a systematic bias in this data-product. A wet bias
is reflected in Fig. 2, in particular at sites of LBR, LQE, AVI
and GRI, and the overestimated Rainfall was also identified
by a previous study (Chen et al., 2007). The largest MAE for
LWdown in REMO reflects the systematic overestimation of
this variable as shown in Fig. 2.

Figure 4b shows that MAE of monthly to annualTair,
Qair and SWdown are abnormally high at LQE compared to
the other sites, irrespective of the gridded data-product com-
pared with observations, which reflects the overestimate of
the three variables at PUE by all the gridded data sets (Fig. 2).

As a general rule, we found that biases associated with
gridded data sets are smaller on monthly and annual scales
than on hourly and daily time scales (Fig. 4b). But on the an-
nual scale, the divergency of MAE among sites and gridded
data sets is larger than at any other time scale, indicating the
difference among gridded data set and the observation is not
negligible and site dependent. For example the spread of an-
nualTair among gridded data sets can be over 2.0◦C at PUE,
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LQE, AVI and GRI (Fig. 2). The high divergency of meteoro-
logical drivers among gridded data on an annual time scale is
also highlighted by Ricciuto et al. (2009). They estimate the
deviation of annualTair among different data sets as∼1◦C,
which is sizable compared to our findings (∼0.8◦C).

3.5.3 Summary

We found from the comparison at six selected sites between
gridded data sets and local observed meteorology that the
performance of different gridded data sets varies largely with
meteorological variables and time scale. SAFRAN does a
good job in reproducing observed Rainfall both in terms of
temporal variability (R2) and absolute bias (MAE), which is
thanks to the inclusion of measured daily Rainfall from nu-
merous rain gauges (Quintana-sugui et al., 2007). The perfor-
mance of REMO is considerably worse than the other grid-
ded data sets for most variables (p < 0.01), in particular for
Rainfall, SWdown and LWdown. The problem of REMO in
producing Rainfall and radiation has been reported in a pre-
vious study (Chen et al., 2007). ForTair, Qair and SWdown the
performances of SAFRAN, EC-OPERA and ERA-I are not
significantly different from each other. While not statistically
significant, EC-OPERA and ERA-I are slightly better than
SAFRAN in simulating SWdown. In a recent study compar-
ing ERA-I and SAFRAN, Szczypta et al. (2011) found that
(1) the consistency between these two products is good for
Tair andQair; (2) Rainfall in ERA-I does not match SAFRAN
in mountainous areas and on the Mediterranean coast; and
(3) ERA-I produces better SWdown than SAFRAN, which un-
derestimates SWdown by about 5 % in France overall. These
results are essentially consistent with our findings.

Relatively,Tair from different gridded data sets and the ob-
servation have the best consistency over other variables. Al-
though the interannual patterns are consistent, the deviation
of annual meanTair among gridded data sets and the obser-
vation is∼0.8◦C. Rainfall is difficult to simulate at hourly
and daily time scales, but it is better captured at monthly and
annual scales.Qair and SWdown are the most problematic at
the annual time scale (R2

≤ 0.5, p < 0.05). HourlyQair and
LWdown are not well reproduced by any gridded data set.

Among the six sites, meteorology at the montain grassland
LQE is the most difficult to simulate by gridded products due
to the coarsely-resolved topography in atmospheric analyses.
As a whole, meteorological drivers are best reproduced at the
monthly scale and most problematic at the annual scale. At
hourly and daily scales, the performance of gridded data sets
are site and meteorological driver dependent.

We also found that our method to extrapolate daily REMO
values into hourly data (as needed to drive ORCHIDEE) is a
source of bias forQair and LWdown. This raises a caution flag
whenQair is calculated by a weather generator to drive car-
bon flux simulations (Richardson and Wright, 1984; Krinner
et al., 2005).

4 Impact of driving meteorology on the simulation of
ecosystem fluxes

In this section we study for each flux, the effect of forc-
ing ORCHIDEE either with LOCAL, or with atmospheric
analyses meteorology. Figure 5 shows a comparison between
measured and modeled carbon and water fluxes from hourly
to annual time scales based on aggregated raw time series
Xi , (i = 1, 4, see Eq. 2). Figure 6 shows theR2 of observed
vs. gridded fluxes on different time scales. Figure 7 shows
the MAE. Hourly and daily statistics are calculated only dur-
ing the peak growing season, and monthly statistics during
the growing season.

4.1 Comparison between modeled and measured fluxes

4.1.1 GPP

Figure 5a shows that the ORCHIDEE model has the follow-
ing biases irrespective of the forcing used. Firstly, the GPP
summer peak and thus the GPP diurnal cycle amplitude are
overestimated at HES, PUE and LQE. By contrast, GPP is
underestimated at the AVI southern crop site, even though
the generic phenology parameterization of C3-crops in OR-
CHIDEE seems to reproduce rather well the early-season
GPP peak of winter crops (wheat or peas) grown at AVI.
The GPP seasonal amplitude is correctly captured at the GRI
northern crop site, but the GPP increase in the spring is mod-
eled too early compared to the observed flux. ORCHIDEE
seems to overestimate the daily summertime variability of
GPP at LQE and AVI even when the LOCAL, meteorology
is used to drive it. An encouraging result is the ability of
ORCHIDEE to capture the water stress induced decrease of
GPP between early July and late August 2003 (Ciais et al.,
2005) at the forest sites of HES, LBR and PUE (Fig. 5a).
At sites with long-enough observation periods, a negative
GPP anomaly in 2003 compared to other years is modeled,
in agreement with the observation (Fig. 5a; gray bar). But
the annual magnitude of the GPP anomaly of year 2003 is
usually smaller than observed, suggesting an underestimated
model sensitivity to drought. At the HES site, annual mean
GPP is smaller in 2004 than 2003 because of lagged effects
from diminished reserves (Granier et al., 2007), a process
clearly lacking in ORCHIDEE, which predicts in 2004 a re-
turn to normal GPP values. We find that annual GPP is over-
estimated by ORCHIDEE about 8 % in grassland (LQE),
25 % in forest sites and over 40 % in crop sites. These dis-
crepancies might be explained by various reasons includ-
ing underestimation of the drought limitation and its lag ef-
fect for forest sites, overestimated photosynthetic capacity
at PUE, and overestimated length of the growth season at
crop and grassland sites. In addition, the strategy of stomatal
conductance reacting to soil water stress employed in OR-
CHIDEE may be an inefficient approach to simulating soil
water stress at Mediterranean sites. When it was replaced
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Fig. 6.Squared correlation (R2) between simulated and measured flux data and in situ data over 2004 to 2007, except for EC-OPERA which
covers 2004–2006. Panels ofR2 from left to right are for hourly, daily, monthly and annual time scales, respectively. Time series used to
calculateR2 correspond to growing season. For crop sites, we only take the years of winter wheat growing; that is, 2004 and 2006 at AVI, and
2006–2007 at GRI. The default statistical confidence level ofR2 is p < 0.01. Otherwise, the signal at the upper-right indicates a confidence
level: “*” for p < 0.05, “+” for p < 0.10, and “–” forp > 0.10.

by empirically-derived non-stomatal soil moisture responses,
Keenan et al. (2009) found that the performance (R2) of OR-
CHIDEE in reproducing the measured seasonal cycle of GPP
was substantially improved from 0.68 to 0.88.

4.1.2 TER

After optimization (see Sect. 2.5), the amplitude of the sea-
sonal cycle of TER is correctly captured at the 3 forest sites,
but underestimated at 3 non-forest sites. At HES, TER is un-
derestimated in the early growning season and overestimated
in summer and autumn, which is attributed to overestimated
TER at night. TER at LBR is overestimated in winter and
spring and underestimated in summer and autumn; thus TER
is overestimated during its peak growing season. At Mediter-

ranean site PUE, the modeled TER is too high during sum-
mer drought and too low in autumn compared to observa-
tions, although the year-round mean diurnal cycle is very
well simulated. At grassland LQE, TER is overestimated in
winter-spring and underestimated in summer-autumn. At the
two crop sites, TER is significantly underestimated during
the peak growing season April–May. Daily evolution of TER
in a specific year is most difficult to simulate at crop and
grassland sites. The reduced TER in early July of 2003 at
HES is captured by ORCHIDEE, but it is too weak com-
pared to the observed flux. Encouragingly, reduced TER in
2003 is more or less reproduced at HES and PUE where the
observed flux data are available.
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Figure 7 143 Fig. 7.Box plot of MAE between simulated and measured flux data over 2004 to 2007, except for EC-OPERA which covers only 2004–2006.
(A) MAE across six sites;(B) MAE across 5 series. Columns from left to right are hourly, daily, monthly and annual means. The bottom and
top of the box are the 25th and 75th percentile, respectively, and the band near the middle of the box is the median. The lower and upper ends
of whiskers represent the minimum and maximum, respectively.

4.1.3 NEE

NEE is optimized according to Eq. (6). Thus the problem
of “disequilibrium” is overcome; however, we should bear
in mind that the optimized NEE tends to be systematically
underestimated (Fig. 5c) due to the overestimated GPP by
ORCHIDEE (Fig. 5a).

At HES, the model performs best, both on daily and
monthly scales. The daily NEE variability is characterized
in 2003 by an abrupt shift from sink to source by early Au-
gust (see also Ciais et al., 2005). This large reduction in CO2
uptake is well captured by ORCHIDEE, although NEE re-
mains a sink due to TER optimization. At LBR, the mod-
eled diurnal cycle amplitude of NEE is slightly small and the
NEE uptake in the morning occurs 2 h earlier in the model,
even though the diurnal NEE asymmetry, with a morning
maximum between 10:00 and 12:00, is rather well repro-
duced by the model. The modeled NEE diurnal amplitude
is overstimated at HES, PUE and LQE and slightly overesti-
mated at GRI, but slightly underestimated at LBR and much
underestimated at AVI. At the PUE Mediterranean oak for-
est, ORCHIDEE overestimates the seasonal uptake of CO2
throughout the year. At the temperate forest HES, CO2 up-
take is overestimated during the growing season between

May and November. The seasonal phase of NEE is well
represented at the forest sites HES and LBR, respectively
R2 = 0.94 (p < 0.001) and 0.61 (p < 0.01), but not at PUE
(R2 = 0.26,p > 0.01). Modeling interannual NEE variability
is not satisfactory in ORCHIDEE. The best interannualR2 is
0.78 (n = 7 yr) at PUE when the model is driven by LOCAL,
meteorology. The worstR2 is 0.16 (n = 10 yr) at HES. This
could be partly explained by the influence of thinning and the
difficulties in reproducing the impact of the large fluctuations
of the relative extractable water soil content (Granier et al.,
2008). The low skill of ORCHIDEE in reproducing interan-
nual variability of carbon flux was also confirmed by Anav
et al. (2010). There are problems in either leaf-level physio-
logical responses to water or nutrient stress, and/or in scaling
algorithms that take average leaf photosynthesis and covert it
to a canopy value.

Krinner et al. (2005) examined the diurnal cycle and sea-
sonal cycle of NEE simulated with an early version of OR-
CHIDEE for each PFT. In their study, ORCHIDEE simu-
lated an amplitude that is smaller than the measured one at
needle-leaf forests and greater at broad-leaf forest sites. The
overall phasing of NEE was well simulated, but not so good
for non-forest sites. For agricultural sites, both the diurnal
and seasonal variations of NEE were badly reproduced. The
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amplitude of diurnal cycle at grasslands was larger than the
measured one in their study, but is smaller in ours. Given the
differences in meteorological forcing and studied sites, the
two studies are highly consistent.

4.1.4 Latent and sensible heat flux

Comparison between observed and modeled latent heat flux
(LH) is given in Fig. 5d. On the diurnal time scale, there is an
overestimation of LH by ORCHIDEE at HES and PUE. This
positive bias of LH is logically reflected on the seasonal time
scale during the growing season at these sites. Oppositely at
LQE, the modeled diurnal cycle amplitude of LH is underes-
timated when the most realistic LOCAL, meteorology is used
to drive ORCHIDEE. In particular, the increase of LH in the
morning is delayed by roughly 1 h compared to the observa-
tions. At LBR, the model overestimates LH during the winter
growing season from October to March, which parallels the
overestimated GPP seen in Fig. 5a, indicating that winter ac-
climation of photosynthesis at this site (Medlyn et al., 2002)
is missed by ORCHIDEE. At PUE, the model severely over-
estimates LH and also GPP during the dry summer (Fig. 5a).
This suggests that the regulation of transpiration in response
to water stress at this Mediterranean forest is too weak in OR-
CHIDEE. Patchy stomatal closure (Reichstein et al., 2003)
has been suggested to limit transpiration losses at PUE, a pro-
cess not incorporated in ORCHIDEE. Another model struc-
tural bias is the single-layered soil bucket model, which al-
lows moisture to remain in the soil too long after each rain
event (Keenan et al., 2009), and sustains simulated LH and
GPP in the dry season. For a majority of sites, the LH bias
on the seasonal time scale seems to be driven by the bias on
the diurnal scale. The modeling assumption of equilibrium
for carbon fluxes and pools, critical to explaining the NEE
model–data misfit on the seasonal scale, seems here to have
a negligible impact on the LH misfit. On the seasonal time
scale, LH is predominantly controlled by soil moisture avail-
ability, atmospheric dryness and leaf area index, which are
rather independent of the soil C pool values that set up the
value of TER and NEE (Carvalais et al., 2010). On the an-
nual time scale, the variability of LH is not captured by OR-
CHIDEE. The best interannualR2 is 0.67 (n = 7,p < 0.05) at
PUE when the model is driven by LOCAL, meteorology. The
worstR2 is ∼0.10 (n = 7, p > 0.10) at LBR. On average at
the 3 forest sites (more than 5 yr of observations), the interan-
nual variability measured by coefficient of variation (CV) of
LH is higher in the eddy-flux observations (CV = 0.18) than
in the model (CV = 0.07).

Figure 5e shows that the mean annual sensible heat flux
(SH) is overestimated by ORCHIDEE, independent of the
time scale considered. The REMO forcing tends to produce
the largest SH flux. SAFRAN, EC-OPERA and ERA-I forc-
ings produce slightly larger SH fluxes than obeserved. SH
flux is obviously overestimated by LOCAL, forcing, in par-
ticular at HES, PUE before 2005, and LQE. This discrepancy

between modeling, observation and inter-modeling is proba-
bly attributed to the difference in LWdown. REMO shows the
largest positive bias of LWdown compared to that in LOCAL.
LWdown in LOCAL at HES, PUE before 2005, and LQE is
actually calculated according to Eq. (1), which tends to give
an overestimated value. When overestimated LWdown com-
bines with other meteorological parameters such asTair and
SWdown, this error is further enlarged in SH flux as shown
in LQE. This shows that LWdown has a significant impact on
the modeled SH at least for ORCHIDEE. The known positive
bias of SH in ORCHIDEE, evidenced at nighttime in former
versions of the model (Krinner et al., 2005), is still present in
Fig. 5e. The day-to-day variability of SH is particularly well
captured at HES during the dry summer 2003, but peaks of
SH during the early July and early August 2003 heatwaves
are overestimated. The seasonal variability of SH is poorly
simulated, even after removing the positive SH bias. On av-
erage at the 3 forest sites (more than 5 yr of observations),
the interannual variability of SH is higher in the eddy-flux
observations (CV = 0.44) than in the model (CV = 0.16).

4.2 Correlations between modeled and observed fluxes,
function of driving meteorology

Figure 6 shows the correlation between modeled and ob-
served fluxes for different time scales, and for different me-
teorological drivers. Generally, the overallR2 values are
higher for diurnal and monthly time scales (0.57± 0.14 and
0.68± 0.20, respectively) compared to daily and annual time
scales (0.17± 0.13 and 0.28± 0.25, respectively). The cor-
relations at the daily time scale are always rather low, inde-
pendent of the meteorology used to drive the model. This
suggests that model errors largely explain the small values
of R2 at a synoptic scale. Figure 6 also shows that on the
monthly scale,R2 is higher for water fluxes (overall aver-
ageR2 across six sites and all simulations is∼078± 0.12)
than for CO2 fluxes (R2 = 0.61± 0.22). This may suggest
that water fluxes are more sensitive to weather variability
than carbon fluxes in ORCHIDEE. On average, forcing OR-
CHIDEE driven by LOCAL meteorology gives a higherR2

than with any of the gridded data sets. Across all fluxes and
time scales,R2 is slightly but not significantly higher with
LOCAL (R2 = 0.52± 0.26) than with even the best modeled
forcing, SAFRAN (R2 = 0.49± 0.27). On average for the
daily scale, driving ORCHIDEE with LOCAL meteorology
gives higher correlations than when using atmospheric ana-
lyzed meteorology, except for the LQE mountain grassland
where using a modeled meteorology SAFRAN improves
slightly but not significantly the value of dailyR2 over the
five fluxes from 0.16 to 0.28. This indicates error compensa-
tion in ORCHIDEE, where a biased forcing compensates for
a model bias.
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4.3 Bias of modeled fluxes, function of driving
meteorology

Figure 7a shows the MAE of modeled fluxes for ORCHIDEE
driven by LOCAL and by each gridded data-product. Forcing
ORCHIDEE with LOCAL meteorology compared to a grid-
ded product delivers only a small reduction of MAE. The
SAFRAN, EC-OPERA and ERA-I drivers result in more or
less similar MAE values. On the other hand, REMO gives
a higher MAE than all other model drivers. Differences in
the MAE of NEE between different meteorological forcings
are similar to those of GPP on diurnal and daily time scales.
But on the monthly scale, the MAE of NEE differs from the
one of GPP, as it also combines the climate-driven misfit of
the model to TER. We note that MAE of TER is on average
smaller than for GPP on the monthly scale (Fig. 7a).

One can also see from Fig. 7b that MAE differs largely be-
tween sites. In fact, the inter-site MAE differences are larger
than the inter-meteorology MAE differences. This indicates
that poorly captured ecosystem processes that control the
model–data misfit differ at each site, and can be characterized
despite biases in the meteorology used to drive ORCHIDEE.

5 The effect of meteorology in the error budget of
ORCHIDEE

5.1 Model error and forcing error

The effects of uncertain meteorological forcing on OR-
CHIDEE modeled fluxes can be characterized by comparing
the distance between flux simulations forced by different me-
teorology with the distance between simulated and observed
flux. The total model errorεtot is defined by:

εtot = mean[RMSE(Fsim(i) − Fobs)] (7)

whereFsim(i) is the time series of simulated flux with OR-
CHIDEE driven by meteorologyi, andFobs is the observed
flux. The forcing error is defined by:

εF = mean[RMSE(Fsim(i) − Fsim(LOCAL))] (8)

where Fsim(LOCAL) is the flux simulated by ORCHIDEE
driven by observed (LOCAL = true) meteorology at each site.
The model error due to erroneous assumptions in the OR-
CHIDEE equations, due to errors in the value of parameters
(Thornton et al., 2002; Zaehle et al., 2005; Mitchell et al.,
2009) and due to incorrect initial conditions such as equilib-
rium spin up values of soil C and biomass pools (Carvalhais
et al., 2010) are defined by:

εmod = RMSE(Fsim(LOCAL) − Fobs). (9)

Estimating the above-definedε values by 1-sigma standard
deviations, it follows that:

ε2
tot = ε2

F + ε2
mod+ 2 × cov(εF εmod). (10)
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Figure 8145 Fig. 8.Box plot of error estimation across 6 sites during peak grow-
ing season. The bottom and top of the box are the 25th and 75th
percentile, respectively, and the band near the middle of the box is
the median. The lower and upper ends of the box represent the min-
imum and maximum value. Errtot, Err mod and Errforce denote
total model error, model error and forcing error, respectively. For
the reason of plotting, covariance is expressed as the squared abso-
lute covariance (cov0.5) bearing the sign of covariance. Unit is kg
Cm−2 yr−1 and Wm−2 for carbon and water fluxes, respectively.

We are interested here in cov, the covariance term that de-
notes correlated errors between the model and biased meteo-
rology. A positive covariance indicates that a biased meteoro-
logical driver will further degrade the model error, whereas a
negative covariance indicates that a biased meteorology will
compensate for model error to bring the simulated flux closer
to the data. This may happen for instance if a too high GPP in
summer, implied by a bias in meteorology, creates too many
assimilates, which in turn increases litter respiration in the
fall, and compensates for an underestimated respiration sen-
sitivity to temperature (structural model error). The value of
cov was calculated at each site from theεtot , εF , andεmod ac-
cording to Eq. (10) and analyzed below. It is also worth not-
ing thatεtot 6= εF + εmod. In the case that cov is negative,εF
and/orεmod can be larger thanεtot. In this section, TER and
NEE are modeled using the optimized procedure (Sect. 2.5).
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5.2 Comparing model and forcing errors for different
fluxes

Figure 8 provides the unbiased error distribution for each flux
across the six sites. Unbiased error is defined from Eqs. (7)–
(10) using unbiased RMSE, which is obtained from the ana-
lyzed time series based on Eq. (2) for hourly, daily, monthly
and annual scales. One can see that for GPP and TER, the to-
tal errorεtot (blue) is largely explained by model errorεmod
(red). For GPP, the share of model error in the total error is
1.01, 0.87, 0.92 and 0.82 on hourly, daily, monthly and an-
nual time scales, respectively. For TER, the forcing errorεF
(orange) on the hourly scale is small (∼75 gC m−2 month−1)

because the diurnal variability is weak both in the modelings
and in the measurement (∼35 gC m2 month−1). By contrast,
on daily, monthly and annual time scales, the forcing error
takes a significant share of the total uncertainty budget of
TER, as shown by the ratioεF/εtot = 0.63, 0.39 and 0.35, re-
spectively. For NEE, the share of forcing error to total error
is 0.50, 0.82, 0.64 and 0.50 on hourly, daily, monthly and an-
nual time scales, respectively. Note that because of negative
covariance betweenεF andεmod, the contribution of both er-
ror sources toεtot can be larger than 0.5. It is also seen that
the contribution of forcing error to the total error is on aver-
age larger for LH and SH than for CO2 fluxes, in particular
on daily and annual time scales. The ratioεF/εtot on daily and
annual time scales is 1.04 and 0.78 for LH, 1.35 and 0.96 for
SH, respectively. This forcing error is due primarily to bi-
ases in SWdown between the different forcings (see Sect. 5.4,
Fig. 10).

The most interesting result is that the forcing error is not
negligible compared to model errors. This comes a bit as a
surprise because meteorology is generally assumed in vege-
tation modeling to be well enough known not to create a mis-
fit in modeled fluxes. Using a simple daily model of coupled
carbon and water fluxes, Spadavecchia et al. (2011) studied
the uncertainty caused by meteorological drivers and con-
cluded that driver uncertainty is relatively small, accounting
for ∼10 % of the total flux, which is obviously lower than
our estimation. We note that only the uncertainty inTair and
Rainfall were included in their study, which may neglect the
forcing error caused by radiation.

We note also thatεmod andεF decrease in absolute value
with increasing temporal averaging scale, from typical errors
values of 606 and 1077 gC m−2 yr−1 on the diurnal scale for
εF andεmod, down to 407 and 293 gC m−2 yr−1 on the an-
nual scale for GPP errors. For LH errors, the estimates of
εmoddecrease from about 20 Wm−2 on the hourly scale down
to 13.0 Wm−2 on the annual scale, whileεF decreases from
15 Wm−2 to 10 Wm−2. It is intriguing to see that the covari-
ance between forcing error and structural model error is neg-
ative for the six sites included in this study. This indicates
that model errors are partly compensated by biases of meteo-
rological forcing. This result may be due to similar biases
among different forcings compared to LOCAL, which act
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Figure 9147 Fig. 9.Box plot of error estimation across 4 time scales at each site
during peak growing season. The symbols of boxplots are defined
the same as in Fig. 8.

to shift the simulated TER and GPP closer to the observed
fluxes. One can see in Fig. 8 that the unbiased errors of TER
are smaller than those of GPP, because TER is less sensitive
to weather variability than GPP in ORCHIDEE. The NEE
forcing errors are equally as large as the GPP forcing er-
rors. This indicates that, even if NEE is the difference be-
tween GPP and TER, which both have similar sensitivities to
weather variability, a forcing error on GPP will not be com-
pensated by an error of the same magnitude on TER. The
forcing errors of NEE are as large as those of GPP on diurnal
to daily scales. But on the monthly scale, the forcing errors
on NEE become smaller than those on GPP, indicating that
compensation by TER errors, via labile pools impacted by
GPP errors, might occur on this time scale, but not on shorter
time scales. On an annual scale, forcing errors are of the same
magnitude for NEE and GPP, because the climate sensitiv-
ity of TER is probably as large as that of GPP on long time
scales, and the annual anomalies of each gross flux are partly
decoupled because of their different seasonality (Piao et al.,
2010; Vesala et al., 2010). Therefore at site scale, forcing er-
rors reflecting discrepancies between atmospheric analyses
and local meteorology impede an accurate simulation of the
interannual fluctuations of NEE as much as the model errors.
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Fig. 10. Summary of forcing errors caused by meteorological drivers and the covariance between the meteorological variables. Diagonal
terms: contribution of each meteorological variables; non-diagonal terms: contribution of pairs of meteorological variables. The upper-right
triangle is calculated based on annual flux and the lower-left diagonal at peak growing season. See text for the details of calculation.

On annual time scales, the forcing error is an overlooked
source of poor model performance in tackling the simulation
of interannual GPP and TER. For interannual variability of
carbon fluxes, the ratio (εF/εmod) averaged across the 6 sites
is 0.80, compared to 0.55 for the monthly time scale, 0.86
for the daily scale and 0.63 for the hourly scale. The striking
effects of meteorological forcing uncertainty on producing
interannual variablility of carbon fluxes was highlighted in
the study of Jung et al. (2007), which showed that the to-
tal GPP over the European domain was 20 % higher in the
simulations driven with ECMWF than with REMO.

The study of Fagle et al. (2001) showed that errors in-
troduced by gap-filling were directly proportional to the
percentage of gaps filled during a period. For daytime,
maximum observed errors were±0.20 gC m−2 per cent of

day filled, ±0.64 gC m−2 per cent of month filled, and
±0.83 gC m−2 per percentage of year filled. The errors for
nighttime gaps were in general smaller. They thus estimated
that for a data set with 37 % gaps (the typical percent-
age of gaps in flux tower data), the maximum error intro-
duced would amount to±50 gC m−2 yr−1, which is compa-
rable with the estimation (±25 gC m−2 yr−1) by Moffat et
al. (2007). The forcing errorεF for annual sums of NEE
in our study is about 255∼ 420 gC m−2 yr−1 at forest sites,
largely beyond the measurement uncertainty. This conclu-
sion is also applied to model errorεm which is 20–50 %
larger than forcing error. On daily and monthly scales, forc-
ing error and model error for NEE are also much larger than
measurement uncertainty.
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5.3 Comparing model and forcing errors across sites

Figure 9 provides a comparison of the forcing and model er-
ror at each site. Typical values of the ratioεF/εmod for CO2
fluxes range from 0.54 at HES to 0.92 at LQE. The ratio
εF/εmod for SH is larger than or close to 1, which likely re-
flects biases in LWdown forcing and a high sensitivity of SH
to that driver.

Generally, the cropland and grassland sites have a larger
share of forcing error to total error than the forests for CO2
fluxes, with the ratioεF /εtot at non-forest sites of 0.89, 0.61
and 0.88 against 0.55, 0.48 and 0.52 at forests for GPP, TER
and NEE, respectively. In particular on the annual time scale,
εF/εtot at the LQE grassland in altitude are 1.90, 1.24 and
1.78 for GPP, TER and NEE, respectively, which are signif-
icantly higher than at any other site. The large forcing er-
rors at this site are because the forcings used to drive OR-
CHIDEE at this site have different spatial resolutions over
a complex and heterogeneous terrain, thus giving a larger
spread of simulated fluxes.

5.4 Separate contribution of each meteorological
variable to the forcing error

We carried out a series of factorial experiments in order to
identify which meteorological variable has the largest impact
on the forcing errorεF. Individual forcing errors of theith
driver,εF(i), are calculated by Eq. (8) with ORCHIDEE be-
ing run with LOCAL forcing, except for the ith driver that
is taken from a gridded data-product (here SAFRAN). We
also run the simulation where all the five meteorological vari-
ables are taken from SAFRAN, defining a total forcing error
εF (Eq. 8). Figure 10 provides a comparison of the contri-
bution from each meteorological driver to the total forcing
error. The relative contributionC(i) of the ith driver to the
total forcing error is defined by:

C(i) = εF(i)/εF × 100. (11)

A contribution that exceeds 100 %, indicates compensations
between errors induced by different SAFRAN variables. It
is seen on the two diagonals of Fig. 10 (upper diagonal cal-
culated with fluxes all year round and lower diagonal with
fluxes covering peak growing season only) that SWdown has
a dominant relative contribution to the forcing error associ-
ated with GPP, NEE, LH and SH. Error in this driver is thus
critical in the uncertainty budget of simulated CO2 and wa-
ter fluxes. On the monthly time scale, the drivers that con-
tribute toεF by order of decreasing importance (across the
six sites) are SWdown, Rainfall, LWdown, Tair andQair. On
the monthly scale, bias in LWdown becomes as important as
bias in SWdown in the forcing error of SH. The importance of
LWdown, a driver not systematically measured at flux tower
sites and often overlooked in model studies, should not be un-
derestimated. On the interannual time scale, the relative con-
tribution of each meteorological driver toεF becomes com-

parable. This adds to the difficulty of reducing errors in the
simulation of interannual flux variations, because uncertainty
in each meteorological driver contributes significantly.

We now estimate the effect of using SWdown and Tair
drivers from SAFRAN instead of LOCAL on the NEE and
GPP forcing errors. Firstly, the effect of each variable taken
separately is not additive. This is proven by calculating the
covariance ofεF between a simulation where both drivers
are from SAFRAN, and factorial simulations where only
one driven is from SAFRAN (Eq. 8). The results in Fig. 10
show that SWdown andTair have distinct contributions toεF.
SWdown is a dominant source of forcing error for GPP and
NEE, explaining 95 % ofεF, against 45 % only byTair. In-
terestingly, the contributions of errors induced by each driver
do not sum up to 100 %, implying covariance. The forcing
error arising from bias in the pair of meteorological driversi

andj can be decomposed by:

εF(ij)2
= εF(i)2

+ εF(j)2
+ 2× cov(ij). (12)

Individual forcing errorsεF (i), εF (j ) andεF(ij ) are calcu-
lated by Eq. (8). The combined forcing errorεF(ij ) is ob-
tained by driving ORCHIDEE by with both driversi andj

being taken from SAFRAN.
The relative contributionC(ij) to the error covariance

cov(ij ) between driversi andj is defined by:

C(ij) = cov(ij)/ε2
F × 100. (13)

The C(ij) contributions are summarized by the upper and
lower triangles of Fig. 10 (upper one calculated with an-
nual fluxes and lower one with summer fluxes). Most of the
covariances between pairs of drivers are found to be neg-
ative, indicating forcing error compensation effects in OR-
CHIDEE. We hypothesize that negative covariances between
drivers arises from two effects. Firstly, biases in pairs of
weather variables are likely to be correlated. For instance,
a data-product overestimating SWdown should also overes-
timateTair and underestimateQair. Secondly, the simulated
ORCHIDEE fluxes in response to variation in drivers are
likely to be in the same direction, implying that the effect
of two biased variables is lower than the sum of the bias
in each variable. Figure 10 shows that for interannual vari-
ability, however, the response of ORCHIDEE fluxes to errors
in drivers could be different, thus causing positive or nega-
tive covariance in the contribution of pairs of meteorological
drivers to the total forcing error. However, the positive values
are rather small and less than 15 % for all fluxes.

6 Summary and discussion

In conclusion, we provide summary answers to the questions
raised in the introduction.

1. We found large differences among analysis data sets,
and between analysis data sets and site meteorology.
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These differences are particularly important on annual
time scales in terms of both amplitude and variability,
and are particularly large forQair and SWdown. All anal-
ysis data sets well capture the phase of seasonal cycle in
observed meteorology, but have problems in capturing
hourly and daily variability depending on the meteoro-
logical variable and the analysis data set.

2. There is significant bias in analysis data sets compared
to site-observed meteorology. The overall performance
of SAFRAN, which has the highest spatial resolution
and included observed meteorology by optimal inter-
polation, is slightly better than EC-OPERA and ERA-
I. SAFRAN does a good job in reproducing observed
Rainfall but is wrong with diurnal LWdown. REMO has
a wet bias and overestimates LWdown by 15–20 %. Me-
teorology at montain sites (Laqueuille) is difficult to re-
produce by atmospheric analysis because of the coarser
representation of topography.

3. The forcing error is on average smaller than, but still
comparable to the model error. In particular, the ratio
εF/εmod is 0.86 on the daily time scale and 0.80 on the
annual time scale, indicating that modeling interannual
flux variability using atmospheric analysis products as
input to ORCHIDEE is limited as much by meteorology
as by imperfect models. This result is likely to be gen-
eralized for other ecosystem models (Jung et al., 2007).

4. Forcing errors associated with pairs of meteorological
variables are found to be negatively-correlated; that is,
they partly compensate each other in the resulting flux.
In our study SWdown has dominating contributions to
the forcing errors for most fluxes on daily scale. On the
annual scale, unfortunately, each meteorological vari-
able appears to contribute evenly to the forcing error,
making it more difficult to design a strategy for improv-
ing the simulation of fluxes.

In making the comparison of meteorological drivers among
data sets, we take the local observation as a benchmark which
is the best possible approximation to the “true” meteorol-
ogy. However, we do not think the observations are error-
free; moreover the comparison between atmospheric analysis
data and single point measured data may not be so reason-
able since the analysis data represent the area average, not
a single point as the measured data does. Nevertheless, the
data comparison carried out at least is better than without any
data comparison. Our conclusions are essentially consistent
with the previous findings – which included the comparison
among REMO, ECMWF products and the local observation
(Chen et al., 2007); between SAFRAN and ERA-I (Szczypta
et al., 2011); and annual mean meteorology among several
data sets (Ricciuto et al., 2009) – despite different benchmark
data sets used in each study. The scale mismatch problem is
addressed by conducting a comparison between SAFRAN

and its resolution-reduced version “SAFRAN-LOW” (see
Appendix B). We found that the impact of spatial resolution
on meteorology is negligible on hourly, daily and monthly
scales. On the annual time scale, it is still smaller than but
comparable to the differences among data sets, in particular
for Tair and Rainfall.

Our study demonstrates that the estimation of LWdown is
a major source of error. This variable is seldom validated
against the measurements because it is not often observed
either at climatological networks or flux towers. However,
our study shows that the forcing error caused by LWdown on
sensible heat flux (SH) is likely as much as those caused by
other meteorological drivers, at least it is the case for OR-
CHIDEE. Another source of bias lies in the method used to
convert daily meteorology to hourly values, which it is espe-
cially problematic forQair and LWdown. An improved con-
version method is obviously needed for ORCHIDEE. Given
the fact that most ecosystem models are driven by meteo-
rology at hourly or higher time steps while the atmospheric
analysis data are often at lower temporal resolutions, such
as 6-h or daily, the conversion problem can be common
for most ecosystem modeling groups and should be paid
enough attention.

As an indispensible step but not the primary task of this
study, we evaluted the performance of ORCHIDEE on differ-
ent time scales in the context of carbon and water fluxes. We
found that ORCHIDEE captures well the observed diurnal
and seasona cycles (R2 = 0.58± 0.14 andR2 = 0.68± 0.20,
respectively), but shows pronounced model–data disagree-
ment on daily and annual time scales (R2 = 0.17± 0.13
andR2 = 0.29± 0.25, respectively). The good agreement of
model–data for diurnal and seasonal cycles is consistent with
the results of previously published studies with ORCHIDEE
(Anav et al., 2010; Keenan et al., 2009; Krinner et al., 2005;
Santaren et al., 2007), and is also supported by the conclu-
sions of Braswell et al. (2005), who made spectral analy-
ses of a simple ecosystem carbon flux model. The substan-
tial disagreement of model–data on daily and annual time
scales, representing respectively synoptic and interannual
variability, was reported by Mahecha et al. (2010), who made
model–data comparison with spectral analyses considering
two ecosystem models (one is ORCHIDEE). Recently Dietze
et al. (2011) used wavelet analyses to synthesize the perfor-
mance of 21 ecosystem models (including ORCHIDEE) at
9 eddy flux towers in North America. They concluded that
model error is (1) largest at synoptic scale; (2) largest at
seasonal course; and (3) large at the diurnal scale. Their re-
sults are consistent with ours for (1) but opposite for (2) and
(3). The discrepancy in conclusions between our studies
and theirs is not likely attributed to the analyses over time-
frequency (i.e. spectral analyses). Nevertheless, both stud-
ies suggested that model development should focus on the
understanding of synoptic process.

In short, uncertainty in meteorology is a limitation to
the accurate modeling of flux variability. But this source
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Fig. B1. Meteorological drivers in in situ and in gridded data sets
at six sites. First column: hourly mean diurnal cycle over peak
growing season (PGS). Second column: daily mean with a run-
ning mean of 3 days for July–August of 2003 at HES, LBR and
PUE and of 2005 for LQE, AVI and GRI. Rainfall is calulated as
5-day aggregated values; third column: monthy mean seasonal cy-
cle; fourth column: annual mean. The hourly mean diurnal cycle and
monthly mean seasonal cycle correspond to 2004–2007 except for
EC-OPERA (2003 to 2006). In the case of site-year without mea-
sured LWdown, calculated LWdown is plotted in dash lines.

of uncertainty, often overlooked or considered small, is
in fact significant when trying to use data-driven process-
based models to upscale fluxes, in particular on the annual
time scale.

Appendix A

Description of gridded meteorological products

SAFRAN (Syst̀eme d’Analyse Fournissant des Renseigne-
ments Atmosph́eriques à la Neige) is a mesoscale at-
mospheric analysis system for surface variables covering
France. Analyses are generated at spatial resolution of
8 km× 8 km with an hour time step using ground data ob-
servations and meteorological simulations from the French
weather service. Validation of the SAFRAN product by
Quintana-Segui et al. (2008) indicated a general good agree-
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Fig. B1.Continued.

ment with individual station data. Temperature, precipitation
and relative humidity were found to be faithfully reproduced,
with R2 > 0.85 and negligible systematic bias. SWdown has
some bias, especially in coastal areas. The annual mean bias
of SWdown is about 2 %, and the RMSE was found to be sig-
nificant. The LWdown field has a positive bias during the win-
ter and a negative bias during the rest of the year. This vari-
able was independently evaluated against observations at two
Mét́eo-France long-term radiation monitoring sites during
two years (these sites are independent from the flux towers
of this study). It was concluded that LWdown from SAFRAN
compares correctly with daily mean in situ observations, but
that there was a discrepancy at the hourly time step. In ad-
dition, LWdown was found to be underestimated at these two
sites by SAFRAN by 8 to 32 Wm−2.

EC-OPERA is the result of the ECMWF operational fore-
casting system (http://www.ecmwf.int) used in this study
between 2001 and 2006. The data are produced by the
version T511L60 of ECMWF system, with approximately
40× 40 km horizontal resolution. Temporal resolution of the
data set is 6-hourly (00:00, 06:00, 12:00 and 18:00 UTC).
We linearly interpolated all variables into half-hourly val-
ues to drive ORCHIDEE. The ECMWF operational sys-
tem has been updated through time. Further information
on the evolution of the operational system can be found
at: http://www.ecmwf.int/products/data/operationalsystem/
evolution/index.html.
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Fig. B1.Continued.

ERA-I is a globally consistent reanalysis of the meteo-
rological fields which was produced by the Optimum In-
terpolation analysis and the assimilating model (T255L60)
at ECMWF, starting in 1989 and continuing in real time.
Spatial resolution is 79× 79 km. Temporal resolution is 6-
hourly, like EC-OPERA. Compared to the former ECMWF
reanalysis product ERA-40 (Uppala et al., 2005), the new
ERA-I benefits from several improvements of the ECMWF
forecasting system (Berrisford et al., 2009).

REMO here refers to a specific simulation by the re-
gional climate model REMO (REgionalMOdel, Jacob and
Podzun, 1997) over Europe, forced by 6-hourly NCEP re-
analysis (Kalnay et al., 1996) at lateral boundaries from 1948
to 2007. The REMO physics are adapted from the ECHAM4
global model of the Max-Planck-Institute for Meteorology
(Koch and Feser, 2006). The specific REMO simulation used
here was performed with nudging of large scale meteoro-
logical fields (von Storch et al., 2000) to keep the simu-
lated state close to the driving state at larger scales, while
allowing the model to freely generate regional-scale weather
within Europe (Feser and Weisse, 2001). The atmospheric
fields are archived on a daily step at 25× 25 km resolution.
Daily REMO data were disaggregated into half-hourly val-
ues for driving ORCHIDEE by using the gap-filling process
described in Sect. 1.3. The same REMO forcing was used
for an inter-comparison of vegetation models in the CAR-
BOEUROPE project (Vetter et al., 2008). A brief evaluation

of the data by Chen et al. (2007) showed that REMO repro-
duced well the observed temperature, but had difficulties in
reproducing precipitation and radiation, with a dry bias in
Mediterranean regions.

Appendix B

Gridded meteorological products and spatial resolution

In evaluating gridded meteorological forcing against flux
tower measurements (LOCAL), we note that the spatial reso-
lution in LOCAL and gridded data sets are much different. In
particular, the spatial resolution in the gridded data sets var-
ied from high resolution (8 km) in SAFRAN to coarse res-
olution in ERA-I (79 km). The values in the grid represent
the mean meteorlogical state over an area of 8× 8 km or of
79× 79 km. The comparison between LOCAL and gridded
data and among gridded data may suffer from the problem of
scale mismatch. To address this question, we create a “low”
resolution SAFRAN data set; that is, centred on the inter-
ested site, meteorological variables in SAFRAN are averaged
over the grids included in an area of 80× 80 km. This newly
created meteorological data set is refered to as “SAFRAN-
LOW” to differ the high resolution “SAFRAN”. Obviously
“SAFRAN-LOW” at each site represents the mean meteo-
rological state over 80× 80 km. “SAFRAN-LOW” is then
treated as an independent data set, along with LOCAL,
EC-OPERA, ERA-I and REMO, being evaluated against
SAFRAN at four time scales (Fig. B1). The statistics are
shown in Figs. B2 forR2 and B3 for MAE, indicating how
these data sets match or mismatch against SAFRAN.

At hourly, daily and monthly time scales, the differences
between SAFRAN-LOW and SAFRAN are negligible. In
Fig. B1, the curves of each meteorological variable between
the high and low resolution SAFRAN data sets (red and
violet lines, respectively) nearly overlap or are very close
to each other. The overallR2 between SAFRAN-LOW and
SAFRAN (Fig. B2) across all meteorological variables and
sites is about 0.87, 0.92 and 0.97 on hourly, daily and
monthly time scales, respectively, significantly higher (p <

0.01) thanR2 between SAFRAN with any other data sets,
including LOCAL. Rainfall is the variable impacted most
by spatial resolution in thatR2 between SAFRAN-LOW
and SAFRAN is about 0.72 (p < 0.01) at the hourly scale
and 0.82 (p < 0.01) at the daily scale, significantly higher
(t = .34, df = 9.26,p < 0.01) thanR2 between SAFRAN and
LOCAL (R2

≈ 0.20 for hourly and 0.55 for daily scales). On
the monthly scale, the difference inR2 is not significant any
more (t = 1.22, df = 6.3,p = 0.26). The difference between
each data set and SAFRAN as measured by MAE shows
(Fig. B3) that the SAFRAN-LOW is significantly lower than
any other data set on hourly, daily and monthly scales.

On the annual time scale, however, we find that the dif-
ference in meteorological variables between SAFRAN-LOW
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Fig. B2. Squared correlation (R2) between meteorological data sets and SAFRAN over 2004 to 2007, except for EC-OPERA which covers
2004–2006. Panels ofR2 from left to right are for hourly, daily, monthly and annual time scales, respectively. Time series used to calculate
R2 correspond to growing season (GS). See text Sect. 2.1 for the definiton of GS. The default statistical confidence level ofR2 is p < 0.01.
Otherwise, the signal “–” at the upright indicates a confidence level ofp < 0.05 and “– –” forp > 0.05.

and SAFRAN is comparable with the difference between
gridded data sets, in particular forTair (Figs. B1 and B3).
For example, at LQE the difference in multi-year mean
of Tair between SAFRAN-LOW and SAFRAN is 0.7◦C,
even larger than the difference between EC-OPERA and
REMO (0.6◦C). The differences in annual meanTair be-
tween SAFRAN-LOW and SAFRAN at the two Mediter-
ranean sites, PUE and AVI, are not negligible with 0.86◦C
and 1.17◦C , respectively. It is interesting to note that higher
Tair caused by resolution difference is always accompanied
by higherQair, indicating that the warm-drought effect is
somewhat compensated in the meteorological forcing. We
find that Rainfall also gains on the annual time scale. The
disagreement ofTair and Rainfall between SAFRAN-LOW
and SAFRAN is larger than the difference between LOCAL
and SAFRAN in terms of MAE, indicating that the good per-
formance of SAFRAN forTair and Rainfall is a gain of spa-
tial resolution. The interannual variability ofTair and Rainfall

shows consistent patterns in terms ofR2
∼ 0.90 or more be-

tween SAFRAN-LOW and SAFRAN.
The amplitude and variablity of Rainfall at hourly to an-

nual time scales are reasonably well captured by SAFRAN-
LOW compared to LOCAL, although the skill is lower than
SAFRAN (not shown) but significantly better than any other
gridded data set. SWdown and LWdown demonstrate less im-
pact by spatial resolution (Figs. B1, B2, B3) at all the
time scales.

We further investigate the impacts of driver uncertainty in-
troduced by spatial resolution on modeling carbon and wa-
ter fluxes. We find that the differences between the simula-
tion driven by SAFRAN-LOW and by SAFRAN are signif-
icantly lower than model error and forcing error at all stud-
ied time scales (figures not shown) despite the annual mean
differences inTair and Rainfall, suggesting the existence of
error compensation effects in ORCHIDEE.
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Fig. B3. Mean absolute error (MAE) between meteorological data
sets and SAFRAN over 2004 to 2007, except for EC-OPERA which
covers only 2004–2006. Time series used to calculate MAE corre-
spond to growing season except for at the annual time scale, which
covers continuously from 1997 to 2007, whenever data available.

In summary, the uncertainty in meteorological variables
caused by spatial resolution in the cases of SAFRAN and
SAFRAN-LOW is significantly smaller than that caused by
reanalysis models, but it is not negligible forTair and Rainfall
on the annual time scale. Simulations of carbon and water
fluxes by ORCHIDEE driven by SAFRAN and SAFRAN-
LOW are not significantly different at our examined time
scales (not shown), indicating forcing and model error com-
pensation mechanisms in ORCHIDEE.
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sur les flux de carbone” (GICC, French project). We wish to
thank Frederic Chevallier and three anonymous reviewers for their
constructive comments.

Edited by: E. Falge

The publication of this article is financed by CNRS-INSU.

References

Anav, A., D’Andrea, F., Viovy, N., and Vuichard, N.: A val-
idation of heat and carbon fluxes from high-resolution land
surface and regional model, J. Geophys. Res., 115, G04016,
doi:10.1029/2009JG001178, 2010.

Aubinet, M., Grelle, A., Ibrom, A., Rannik, S., Moncrieff, J., Fo-
ken, T., Kowalski, A., Martin, P., Berbigier, P., Bernhofer, C.,
Clement, R. Elbers, J., Granier, A., Grunwald, T., Morgenstern,
K., Pilegaard, K., Rebmann, C., Snijders, W., Valentini, R., and
Vesala, T.: Estimates of the annual net carbon and water ex-
change of forests: the EUROFLUX methodology, Adv. Ecol.
Res., V30, 113–175, 2000.

Baldocchi, D., Falge, E., Gu, L., Olson, R., Hollinger, D., Running,
S., Anthoni, P., Bernhofer, C., Davis, K., Evans, R., and Fuentes,
J.: FLUXNET: A New Tool to Study the Temporal and Spatial
Variability of Ecosystem-Scale Carbon Dioxide, Water Vapor,
and Energy Flux Densities., B. Am. Meteorol. Soc., 82, 2415–
2434, 2001.

Ball, J., Woodrow, I., and Berry, J.: A model predicting stomatal
conductance and its contribution to the control of photosynthesis
under different environmental conditions, Progress in Photosyn-
thesis Research, 4, 221–224,doi:10.1007/BF02180320, 1987.

Berrisford, P., Dee, D., Fielding, K., Fuentes, M., Kallberg, P.,
Kobayahi, S., and Uppala, S.: The ERA-Interim archive, ERA
Report Series, 2009.

Botta, A., Viovy, N., Ciais, P., Friedlingstein, P., and Monfray,
P.: A global prognostic scheme of leaf onset using satellite
data, Global Change Biol., 6, 709–725,doi:10.1046/j.1365-
2486.2000.00362.x, 2000.

Braswell, B. H., Sacks, W. J., Linder, E., and Schimel, D. S.:
Estimating diurnal to annual ecosystem parameters by synthe-
sis of a carbon flux model with eddy covariance net ecosys-
tem exchange observations, Global Change Biol., 11, 335–355,
doi:10.1111/j.1365-2486.2005.00897.x, 2005.

Campbell, G. S. and Norman, J. M.: An introduction to environ-
mental biophysics, Springe-Verlag, New York, 1998.

Carvalhais, N., Reichstein, M., Ciais, P., Collatz, J., Mahecha, M.,
Montagnani, L., Papale, D., Rambal, S., and Seixas, J.: Identifi-
cation of vegetation and soil carbon pools out of equilibrium in
a process model via eddy covariance and biometric constraints,
Global Change Biol., 16, 2813–2829, 2010.

Cellier, P., Dizengremel, P., Castell, J. F., Biolley, J. P., Le Thiec, D.,
Bethenod, O., Roche, R., Lebard, S., and Goujet, R.: BIOPOL-
LATM: a French national project to analyse the biosphere-
atmosphere interactions in the context of air pollution, Workshop
“Establishing ozone critical levels II”, United Nations Economic
Commission for Europe, G̈oteborg (SWE), poster, 2002.

Chen, Y., Churkina, G.. and Heimann, M.: A comparison of regional
climate variables between various data sources, Max-Planck-
Institut for Biogeochemie, Jena, 2007.

Ciais, P., Reichstein, M., Viovy, N., Granier, A., Ogée, J., Al-
lard, V., Aubinet, M., Buchmann, N., Bernhofer, C., Carrara,
A., Chevallier, F., De Noblet, N., Friend, A. D., Friedlingstein,
P., Gr̈unwald, T., Heinesch, B., Keronen, P., Knohl, A., Krin-
ner, G., Loustau, D., Manca, G., Matteucci, G., Miglietta, F.,
Ourcival, J. M., Papale, D., Pilegaard, K., Rambal, S., Seufert,
G., Soussana, J. F., Sanz, M. J., Schulze, E. D., Vesala, T.,
and Valentini, R.: Europe-wide reduction in primary productivity
caused by the heat and drought in 2003, Nature, 437, 529–533,

www.biogeosciences.net/9/2537/2012/ Biogeosciences, 9, 2537–2564, 2012

http://dx.doi.org/10.1029/2009JG001178
http://dx.doi.org/10.1007/BF02180320
http://dx.doi.org/10.1046/j.1365-2486.2000.00362.x
http://dx.doi.org/10.1046/j.1365-2486.2000.00362.x
http://dx.doi.org/10.1111/j.1365-2486.2005.00897.x


2562 Y. Zhao et al.: A case study for six French sites

doi:10.1038/nature03972, 2005.
Dietze, M. C., Vargas, R., Richardson, A. D., Stoy, P. C., Barr, A.

G., Anderson, R. S., Arain, M. A., Baker, I. T., Black, T. A.,
Chen, J. M., Ciais, P., Flanagan, L. B., Cough, C. M., Grant, R.
F., Hollinger, D., Izaurralde, R. C., Kucharik, C. J., Lafleur, P.,
Liu, S. G., Lokupitiya, E., Luo, Y. Q., Munger, J. W., Peng, C.
H., Poulter, B., Price, D. T., Ricciuto, D. M., Riley, W. J., Sa-
hoo, A. K., Schaefer, K., Suyker, A. E., Tian, H. Q., Tonitto,
C., Verbeeck, H., Verma, A. B., Wang, W. F., and Weng, E.
S.: Characterizing the performance of ecosystem models across
time scales: A spectral analysis of the North American Carbon
Program site-level synthesis, J. Geophys. Res., 116, G04029,
doi:10.1029/2011JG001661, 2011.

Delzon, S. and Loustau, D.: Age-related decline in stand
water use: sap flow and transpiration in a pine for-
est chronosequence, Agr. Forest Meteorol., 129, 105–119,
doi:10.1016/j.agrformet.2005.01.002, 2005.

de Rosnay, P. and Polcher, J.: Modelling root water uptake in a com-
plex land surface scheme coupled to a GCM, Hydrol. Earth Syst.
Sci., 2, 239–255,doi:10.5194/hess-2-239-1998, 1998.
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