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1. INTRODUCTION

1.1. The domain

The boundaries of the relativistic heavy ion collision domain are loosely defined. Obviously, the lower limit is certainly at an incident beam energy (per nucleon) larger than the highest energy discussed by Prof. M. Lefort in his lectures, about 44 MeV/A. The upper limit separating relativistic and ultrarelativistic collisions (discussed elsewhere by Prof. G. Baym) is even more diffuse. As a convenient but perhaps not very meaningful guide, we will use the present operating accelerators. The Bevalac has accelerated for now twelve years ions up to Ar from 250 MeV/A to 2.1 GeV/A (which corresponds to a Lorentz factor in the lab frame from $\gamma_{\text{inc}} = 1.26$ to $3.23$). Very recently Nb and Lu beams have been accelerated and Au and U beams are going to be exploited in the very near future. The Synchrophasotron at Dubna has the more energetic ions available nowadays: up to 4 GeV/A, but unfortunately, only light ions (up to $^{12}$C) are available. In the last months or so, C and O beams have been accelerated in the Saturn machine in Saclay at an energy around 1 GeV/A. The Ganil machine in France and the MSU machine should cover the range between 100 MeV and 400 MeV per nucleon, but they are just starting now. As most of the now available data have been obtained in Berkeley, our purpose here is to discuss the physics in the Bevalac range, with some excursions in the Ganil regime.
The detection of the new phases of matter as well as the determination of the hadronic matter equation of state has appeared as a kind of Holy Grail that the experimentalists around the Bevalac had to quest (this was the only tool to do such a thing if exception is made of some cosmological and astrophysical indications). However, even if gross estimates of densities and temperatures reached during the collision process indicate that exotic phases may be reached, several severe conditions must be fulfilled in such a way that one can speak of a phase transition: (1) the surface effects must not be important; (2) thermal equilibrium must be realized, at least locally (this term will be discussed later on); (3) the compressed matter must live long enough for the transition to take place. None of these requirements are clearly fulfilled in the systems studied up to now, as we will see. Therefore, one can expect to see the onset of critical phenomena only.

From the experimental point of view, only the numerous debris of the often violent reaction are detected. It appears like a formidable challenge to extract from all the complicated patterns of these events (in a streamer chamber experiment, f.i.) any property of the dense system, because (1) the signal is not very well known; (2) it may take the form of a tiny bump superimposed on a huge background; (3) final state interaction or experimental bias may distort the signal. Clearly, careful and systematic studies are required as well as a good theoretical guide which provides the basic features of the reaction mechanism. The search for signals has acted as a driving force for both experimentalists and theorists, who in this way have accumulated an impressive amount of new physics, as well as its accompanying amount of deception. We are going to present these new developments in the following chapters.

2. SIMPLE PICTURE: PARTICIPANTS AND SPECTATORS

2.1. Simple classification of events

Global detectors (like streamer chamber) reveal that events can be grossly classified into three types:

(a) peripheral events, which are expected to occur for large impact parameters. In these events, the momentum transfer between the two partners is small and the projectile simply fragments and produces a jet of particles in the forward direction;

(b) central events, which presumably occur at small impact parameters. These events are violent and a total disintegration of the system results from a large momentum transfer between the two partners;

(c) events, where the two features coexist: a forward jet is to be seen along with many tracks at large angles.

Counter experiments looking at the emission of protons corroborate these features, as shown in Fig. 2.
Clearly, at 0° protons are detected with an appreciable rate around the velocity of the projectile. A corresponding peak for the target is expected. The particles detected in these peaks are suggestively called spectator particles. The region in momentum space where these particles are detected is named the fragmentation region. At 0° protons with intermediate velocities are detected. They are produced by large momentum transfers. When one gets off the beam direction, they are more and more visible. These particles are called participants. These observations suggest that in a first approximation the nucleons are behaving independently, like in a gas.

2.2. Characteristic lengths

It is instructive, when tackling a new domain, to look at the characteristic lengths (or times) of the system under study. Often, this helps to build a general frame, which may serve to generate a simplified picture, that is to be improved further and further. In Fig. 3, we have indicated several characteristic lengths and energies. In the Bevalac region, the incident energy per particle is notably larger than both the Fermi energy and the binding energy per particle. Therefore, binding effects as well as Fermi statistics are not expected to play an important role. Because this region is above the threshold, pion production will be an important aspect of the collision process. Along the ordinate axis, we exhibit some characteristic lengths. As can be seen, the range of the nucleon-nucleon (NN) force $r_B$ is smaller than the average inter-nucleon.

Another interesting parameter is the de Broglie wave length $\xi_B$ for the relative NN motion. It is smaller than $d$ in the Bevalac domain. Those parameters are such that the collision processes can be viewed (in a kind of roughly approximate picture) as a succession of independent binary collisions between classical nucleons, although it should be stressed that the strict validity of this picture would rather require $\xi_B, r_B << d << R$ and not simply "smaller" signs. Also Fig. 3 gives the mean free path $\lambda$ as calculated in the gas limit (with and without Pauli blocking correction). We will come back on the role of this parameter. Finally, Fig. 3 shows that the GANIL physics could be quite complicated because in this energy domain, many parameters are comparable. In the remaining part of this section, we are going to review all the information that can be extracted from experiment using only this simple picture of successive collisions.

2.3. Role of the geometry

It is now a popular idea that the geometry itself determines the way nucleons are separated into participants and spectators: If a nucleon is in the part of the projectile (target) intercepted by the target (projectile), it will be a projectile (target) participant. If, on the other hand, the nucleon belongs to the outer parts of the system, it will be a spectator. Such a geometrical picture leads to a proton participant cross-section.
\[ \sigma_p = \pi r_0^2 \left( Z_p A_t^{2/3} + Z_t A_p^{2/3} \right) \]  \hspace{1cm} (2.1)

and to a projectile spectator cross-section
\[ \sigma_{sp} = \pi r_0^2 \left( Z_t A_t^{2/3} + 2 A_p A_t^{1/3} \right) \]  \hspace{1cm} (2.2)

The mass dependence has been checked experimentally by Nagamiya in light to medium-heavy systems. The agreement with Eqs. (2.1-2) is quite good if he used \( r_0 = 1.2 \) fm for the participants and 0.95 fm for the spectators. The smaller value for the spectators is already indicative of a correction to the simple geometrical picture, because of the finite angle NN scattering. Another expected modification comes from the (limited) transparency of the nuclei, due to finite mean free path.

2.4. Evidence for multiple collisions

The best way to study the properties of the participant region is to look at 90° c.m. for equal-mass systems, because one is then far from the spectator region. Proton energy spectra at 90° c.m. in several systems is given in Fig. 4. Typical features are observed.

First, the spectrum is rather the same for all the systems. This suggests that the relevant quantity is the beam energy per nucleon rather than the total energy. This is in keeping with the idea that the basic mechanism is a superposition of NN collisions. Second, high energy protons are emitted abundantly well beyond the kinematical limit, even if Fermi motion is taken into account. Third, the high energy domain approaches an exponential, with deviations on the low energy side. Fourth, the slope parameter \( E_0 \) characterizing the exponential shape is quite large: 70-80 MeV. The slope parameter is also increasing with the mass of the system indicating that high energy protons are produced via multiple collisions.

These very simple observations suggest that through multiple collisions, the participant nucleons are spread over the whole momentum space that they have at their disposal (the so-called phase space or thermal limit). This is not true, however, because of two observational facts, which indicate that some nucleons are just making a small number of collisions.

2.5. Evidence for hard scattering

If the thermal limit was attained, the angular distribution would be isotropic in the c.m. of equal mass systems. The experiment shows that it is forward (and backward) peaked, suggesting that some nucleons are making just one or two collisions, since the NN differential cross-section is forward peaked. The presence of such a hard component, as it is named, has been nicely demonstrated in correlation experiments by Nagamiya et al. \(^8\) - \(^10\). The idea is to detect a proton at one angle and to look for coincidence with the proton detected in another counter, whose direction may be varied. They observed that the coincidence yield is enhanced when the position of the second counter and the energy of the second proton is such that the two outgoing protons correspond to a possible final state of a proton-proton system with the same velocity as the incoming nuclei. Those protons thus do not interact with the other nucleons. It is understandable that the frequency of such pairs provides a measure of the mean free path \( \lambda \) of nucleons since the probability for a nucleon to do not suffer an additional collision is roughly \( \exp(-R/\lambda) \), where \( R \) is the radius of the interaction zone. In proton-nucleus interactions, \( R \) is well defined, and the experiments lead to a value of \( \lambda = 2.4 \) fm around 0.8 GeV. \(^10\) - \(^11\)

With this value, one can use the correlation experiments to determine \( R \). The extracted values are consistent with two-pion and two-proton interferometry.

2.6. Pion energy spectra

An important piece of data is the 90° c.m. spectrum of (negative) pions in equal mass systems. They look pretty much exponential (without any shouldering like in the proton case). The
extracted values of the slope parameter \( E_0 \) are given for the Ne + NaF system in Fig. 5, along with the proton slope parameter.
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Fig. 5. Values of \( E_0 \) for both pions and protons as a function of the beam energy per nucleon in the c.m. frame. Figure taken from Ref. 12.

As expected, \( E_0 \) is increasing with the incident energy. In addition, the values for the pions are systematically smaller than the values for the protons. There are several proposed explanations for \( E_0(\pi^-) < E_0(p) \), in terms of mean free path,\(^4\) of the importance of the \( \Delta \)-resonances as a pion source,\(^{13,14}\) or of blast wave.\(^{15}\) We will come back to these possibilities. Let us point out here the last explanation, which implies the rapid expansion of the participant system, an expected feature in view of the pressure that can be built if the matter is coming to stop in the c.m. system.

2.7. Summary

All these considerations lead to the following picture, which can be adopted as an organization principle in classifying data and models. The nucleons are separated into participants and spectators in a geometrical way. The spectators are little affected, whereas the participants are spread over the momentum space by the virtue of the two-body collisions. Some are scattered many times, some only once. They are very likely compressed in an early stage and afterwards expand very quickly under the action of the pressure.

3. NON EQUILIBRIUM DYNAMICS

3.1. Quantal and classical aspects

Ideally, the heavy-ion collision should be described by a complete quantum theory of strong interactions, QCD as it is generally believed. Needless to say that this is out of scope for the time being. Even a field theoretical description using point-like nucleons and mesons is hopeless, except in very simplified one-dimensional models. The next less fundamental step is to consider point-like nucleons (we disregard pion production for the presentation) whose interaction can be described in terms of potentials or perhaps in terms of scattering amplitudes or cross-sections. With this starting point of view, various many-body theories are at our disposal, both in the classical and in the quantum regimes. Fig. 6 gives the relationship between these theories.
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Fig. 6. The relationship between many-body theories. Adapted from Ref. 16.

Although, as we shall see, the most appropriate and tractable theory is the Boltzmann kinetic equation (or rather the closely related cascade model), it is worth to see whether one should start from a classical or a quantal point of view. This question cannot be answered globally and the choice may vary according to the observables and the kinematical domain one is looking at. For instance, the elastic scattering, which accounts for nearly one half of the total cross-section, has a diffractive quantal nature. However, one is much more interested in the reaction cross section,
inclusive or partially exclusive measurements. In these cases, the interference between partial waves is expected to play a secondary role, because of the very many final states. Therefore (and also because the nucleus-nucleus wave number is very large), the classical concept of impact parameter may be used and one may simply sum over impact parameters.

Looking a little bit further at quantum features of the collision path, one realizes that in a nucleon-nucleon (NN) collision, the maximum angular momentum $\ell_{\text{max}}$ is not large: for a relative momentum of 1 GeV/c, $\ell_{\text{max}} < 3$, if one considers the range of nucleon-nucleon forces. Hence, the NN scattering should in principle be described at a quantum level.

Let us now turn to the possible interference between NN scatterings. Has the scattering wave function reached its asymptotic (far zone) behaviour, before hitting another nucleon? Two successive scatterings occur in the average after a mean free path

$$\lambda = \frac{1}{\rho \sigma_{\text{NN}}}$$

(3.1)

The near zone limit is at least the range of the NN force $r_{\text{B}}$ (see Fig. 3). Around 1 GeV/A, $\lambda \approx 1.6$ fm, which is of the same order as the range of the force, and interferences are expected. However, in nucleus-nucleus collisions, so many interferences will occur (compared to proton-nucleus) that, very likely, they will cancel out.

Another quantum effect arises from the fact that during the successive collisions, the particles are off their energy level. This aspect has been investigated by Danielewicz[17] and can be stated as follows. During two successive collisions the energy of the particle cannot be fixed better than with an uncertainty of $\delta E = \hbar/\delta t$, where $\delta t$ is the time interval separating the collisions. One readily has

$$\frac{\delta E}{E} = \frac{2}{\lambda} \approx \frac{\hbar}{\lambda}$$

(3.2)

which is of the order of 25% or less. According to ref. 17, this has profound implications on the equilibration process. It is not clear yet whether this effect differs from the previous one.

Let us finally mention quantum effects linked with quantum statistics, in the depopulation of the Fermi spheres and also in the final state interaction. The latter leads to interference between two protons or two pions, if they have small relative momentum.

### 3.2. From many-body theory to a kinetic equation

The very first starting point is the many-body Schrödinger equation, if we adopt the quantum point of view. Although, as we will see, a classical approach is largely sufficient around 1 GeV/A, we nevertheless choose this presentation, because it may give contact with the low-energy side. We closely follow the presentation of Ref. 16. The approximation scheme is better described on the $A$-body density matrix

$$\tilde{\rho}(\mathbf{r}_1, \mathbf{r}_A, \mathbf{r}_1, \mathbf{r}_A, t) = \psi^*(\mathbf{r}_1, \mathbf{r}_A, t) \psi(\mathbf{r}_1, \mathbf{r}_A, t)$$

(3.3)

from which one may define the one-body density matrix

$$\rho^{(1)}(\mathbf{r}, \mathbf{r}', t) = \int d^3 r_2 \ldots d^3 r_A \, \tilde{\rho}(\mathbf{r}, \mathbf{r}_2, \ldots \mathbf{r}_A, \mathbf{r}', \mathbf{r}_2, \ldots \mathbf{r}_A, t)$$

(3.4)

and the two-body density matrix

$$\rho^{(2)}(\mathbf{r}_1, \mathbf{r}_2, \mathbf{r}_1', \mathbf{r}_2', t) = A(A-1) \int d^3 r_3 \ldots d^3 r_A \, \rho(\mathbf{r}_1, \mathbf{r}_2, \ldots \mathbf{r}_A, \mathbf{r}_1', \mathbf{r}_2', \ldots \mathbf{r}_A, t)$$

(3.5)

The equation of motion for $\rho^{(1)}$ is obtained by integrating the von Neumann equation

$$\frac{\partial \tilde{\rho}}{\partial t} = i \frac{\mathbf{H}_0 \tilde{\rho}}{\mathbf{H}_0}$$

(3.6)

over all but one coordinates:

$$\frac{d\rho^{(1)}}{dt}(\mathbf{r}, \mathbf{r}', t) = -i \frac{\mathbf{V}_2 - \mathbf{V}_2'}{2m} \rho^{(1)} + i \int d^3 r_2 \, (v(\mathbf{r}, \mathbf{r}_2) - v(\mathbf{r}', \mathbf{r}_2)) \rho^{(2)}(\mathbf{r}, \mathbf{r}_2, \mathbf{r}', \mathbf{r}_2, t)$$

(3.7)

The evolution of $\rho^{(2)}$ involves the quantity $\rho^{(1)}$. Analogously, the evolution of $\rho^{(3)}$ involves $\rho^{(2)}$, etc. One so generates a hierarchy of equations, similar to the BBGKY equations[18] for the classical distribution functions, and also to the Martin-Schwinger[19] formalism for the Green functions. The idea is to truncate the hierarchy somewhere to close the set of equations.

It is interesting at this stage to introduce the Wigner transform[20] of the one-body density

$$\rho_{(1)}(\mathbf{r}, \mathbf{r}', t) = \int \frac{d^3 s}{(2\pi)^3} \, e^{i \mathbf{s} \cdot (\mathbf{r} - \mathbf{r}')/2} \rho^{(1)}(\mathbf{r} + \frac{\mathbf{s}}{2}, \mathbf{r} - \frac{\mathbf{s}}{2}, t)$$

(3.8)
This Wigner function behaves in many ways as the classical one-body distribution function (we will use the same symbol to designate the two quantities). In particular the particle density $\rho$, the particle current $\mathbf{j}$ and the momentum tensor are given by the same integrals

$$\rho(\mathbf{r},t) = \rho^{(1)}(\mathbf{r},t) = \int d^3p \, f_1(\mathbf{r},p,t)$$

(3.9)

$$\mathbf{j}(\mathbf{r},t) = \frac{1}{m} \left( \frac{\mathbf{\nabla} - \mathbf{v} \cdot \mathbf{\nabla}}{2m} \right) \rho^{(1)}(\mathbf{r},\mathbf{v},t) = \int d^3p \, \frac{\mathbf{v}}{m} f_1(\mathbf{r},p,t)$$

(3.10)

$$\tau_{ij}(\mathbf{r},t) = \int d^3p \, \rho_i(p) f_1(\mathbf{r},p,t)$$

(3.11)

The main difference is that the Wigner function is not necessarily non-negative. Similarly, one can define the analog of the two-body distribution function

$$f_2(\mathbf{r}_1,\mathbf{r}_2,\mathbf{p}_1,\mathbf{p}_2,t) = \int \frac{d^3s_1}{(2\pi)^3} \frac{d^3s_2}{(2\pi)^3} \frac{i}{\hbar} \langle s_1, \mathbf{r}_1 + s_2, \mathbf{p}_2 \rangle \rho^{(2)}(\mathbf{r}_1,\mathbf{r}_2;\mathbf{r}_1,\mathbf{r}_2,\mathbf{r}_1,\mathbf{r}_2,\mathbf{r}_1 \mathbf{r}_2,\mathbf{t})$$

(3.12)

Using Eq. (3.8), Eq. (3.7) can be put the form

$$\frac{\partial}{\partial t} f_1 + \frac{\mathbf{p}}{m} \cdot \mathbf{v} f_1 = \int \frac{d^3x}{(2\pi)^3} \frac{i}{\hbar} \mathbf{p} \cdot \mathbf{x} \int d^3t' x$$

$$[\mathbf{v}(\mathbf{r} + \frac{\mathbf{x}}{2}, \mathbf{t}'), \mathbf{v}(\mathbf{r} - \frac{\mathbf{x}}{2}, \mathbf{t}')] \rho^{(2)}(\mathbf{r} + \frac{\mathbf{x}}{2}, \mathbf{t}', \mathbf{r} - \frac{\mathbf{x}}{2}, \mathbf{t})$$

(3.13)

or

$$\frac{\partial}{\partial t} f_1 + \frac{\mathbf{p}}{m} \cdot \mathbf{v} f_1 = \int \frac{d^3x}{(2\pi)^3} e^{i\mathbf{p} \cdot \mathbf{x}} \int d^3t' x$$

$$[\mathbf{v}(\mathbf{r} + \frac{\mathbf{x}}{2}, \mathbf{t}'), \mathbf{v}(\mathbf{r} - \frac{\mathbf{x}}{2}, \mathbf{t}')] \int d^3p_1 e^{-i\mathbf{p}_1 \cdot \mathbf{x}} \int d^3p_2 f_2(\mathbf{r},\mathbf{r}',\mathbf{p}_1,\mathbf{p}_2,t)$$

(3.14)

This equation is not very useful since it cannot be solved exactly. So we turn to its usual approximations. The factorization of $\rho^{(2)}$ into two one-body density matrices

$$\rho^{(2)}(\mathbf{r},\mathbf{r}',\mathbf{p},\mathbf{p}',t) = \rho^{(1)}(\mathbf{r},t) \rho^{(1)}(\mathbf{r}',t')$$

$$- \rho^{(1)}(\mathbf{r},t) \rho^{(1)}(\mathbf{r}',t')$$

(3.15)

closes the equation (3.13) on itself as an equation for $f_1$. Retaining the first term in Eq. (3.15) leads to the Hartree approximation which may be written as

$$\left[ \frac{\partial}{\partial t} + \frac{\mathbf{p}}{m} \cdot \mathbf{v} \right] f_1(\mathbf{r},p,t) = 0$$

(3.16)

where $U$ is the Hartree potential

$$U(\mathbf{r}) = \int v(\mathbf{r} - \mathbf{r}') \rho^{(1)}(\mathbf{r}',t') d^3r'$$

(3.17a)

or

$$U(\mathbf{r}) = \int d^3r' \int d^3p v(\mathbf{r} - \mathbf{r}') f_1(\mathbf{r}',p,t)$$

(3.17b)

This equation, obtained by retaining the first order term in the expansion of the bracket in (3.13) as a power series of $\chi$, (this amounts to assume that the potential is a smooth function) is formally the same as the Liouville equation for free particles, in an external potential. The new feature here is that $U$ is generated by the particles themselves and is density dependent: it is known as the Vlasov equation. Except for this density dependence, the equation conserves density in phase space, and does not contain expected non-equilibrium effects.

The Hartree-Fock approximation, which leads to the well-known TOH formalism gives rise to a complicated equation in phase space. The dynamics implied by this equation is essentially the same as the one of the Vlasov equation once a Slater determinant has been chosen as a starting point for the latter. It is generally designated as the one-body dynamics and is extensively covered in Refs.21.

The one-body distribution function is influenced by collisions also. The effect of the latter is introduced by higher order approximation. Such a program has been carried out within formalism of the Green's functions by Kadanoff and Baym22. We merely quote the result here, which is an equation of the form

$$\left[ \frac{\partial}{\partial t} + \frac{\mathbf{p}}{m} \cdot \mathbf{v} \right] f_1(\mathbf{r},p,t) =$$
\[
\int \frac{d^3p_2}{2\pi} \frac{d^3p_3}{2\pi} \frac{d^3p_4}{2\pi} W(p_3 \leftrightarrow p_2) \delta^3(\vec{p}) \delta(\vec{E}) \times \left[ \vec{r}_2 \cdot \vec{r}_3 (1 - \vec{r}) (1 - \vec{r}_2) \vec{r}_2 \cdot \vec{r}_3 (1 - \vec{r}_2) (1 - \vec{r}_3) \right]
\]
(3.18)

where
\[
\vec{r}_1 = \frac{\vec{r}_1 \cdot \vec{p}_1}{(2\pi)\hbar^2}
\]
(3.19)

and where \( W \) is a transition rate for collisions between particles of initial momenta \( \vec{p}_3, \vec{p}_4 \) and final momenta \( \vec{p}_2, \vec{p}_2 \). The delta functions in (3.18) stand symbolically for the conservation laws. This equation is known as the Landau equation. In Ref. 22, this result is obtained in a power series expansion in terms of the interacting potential \( v \). In this case
\[
U = \int \frac{d^3r'}{d^3r} \frac{d^3p'}{d^3p} \frac{v(\vec{r'} - \vec{r})}{2} f_1(\vec{r'}, \vec{p'}) \left( \frac{v(\vec{p} - \vec{p}_3)}{2}, \frac{v(\vec{p}_2 - \vec{p}_4)}{2} \right)^2.
\]
(3.20a)
\[
W(p_3 \leftrightarrow p_2) = \frac{1}{2} \left[ \frac{v(\vec{p} - \vec{p}_3)}{2} - \frac{v(\vec{p}_2 - \vec{p}_4)}{2} \right]^2.
\]
(3.20b)

We have to say that we considerably simplify the presentation here, neglecting aspects like off-shell behaviour, local approximation, etc. We think however that the basic features are preserved.

In the nuclear case, the interacting potential is so strong that, even in a dilute system, the expansion in terms of \( v \) breaks down. The usual argument is that, in that particular case, two colliding particles interact repeatedly with each other like in a usual free scattering case. Therefore, it is then more plausible to use
\[
U = 0
\]
(3.21a)
\[
W(p_3 \leftrightarrow p_2) = \left| \left< p_3 p_4 | T | p_2 p_2 \right> \right|^2,
\]
(3.21b)
where \( T \) is the usual T-matrix. Whether the two heavy ion system is sufficiently dilute is still an open question. Eq. (3.18) with the choice (3.21) is denoted as the Boltzmann equation. More precisely, this is the (non-relativistic) Volkening-Uhlenbeck equation which becomes the Boltzmann equation when the \((1 - \vec{r})\) factors are removed in Eq. (3.18).

3.3. The intranuclear cascade model (INC)

The intranuclear cascade model is based on a simulation of the collision events. The method presents the great advantage of being capable of handling problems with a large number of degrees of freedom (up to several hundreds) at a microscopic level.

The model describes the collision process as a succession of classical binary collisions between on-shell particles proceeding as in free space. We will not describe it here into detail (see Ref. 23 for that and for a comparison between the various approaches). It is sufficient to say that the particles are given randomly initial positions and momenta consistent with the nuclear density, Fermi motion and incident beam energy. The particles are travelling along straight line trajectories until a pair of them reaches its minimum distance of approach \( d_{\text{min}} \). If
\[
d_{\text{min}} \leq \left( \frac{\sigma_{\text{tot}}}{\pi} \right) \frac{1}{2},
\]
(3.22)
where \( \sigma_{\text{tot}} \) is the total cross-section, the particles are forced to scatter. The final momenta of the particles are determined by energy-momentum conservation laws and by choosing the scattering angle at random according to a distribution law derived from the experimental differential cross-section. If several channels are open, the final state is chosen at random according to the weights of the respective cross-sections. The straightline motion is then resumed until another pair reaches its minimum distance of approach, etc. The procedure is repeated to obtain a sufficient statistic. Observables and other physical quantities are obtained by ensemble averages. Several features are added like pion production (see later), relativistic kinematics, Pauli blocking, etc.

A widely spread opinion is that INC calculations are just a numerical trick to solve the Boltzmann equation. To support this statement, one invokes the conditions of validity which are roughly the same for the two approaches.

The conditions of validity of the Boltzmann equation are not a trivial matter. They are, however, established heuristically in many textbooks. We follow here Ref. 24. First of all, the basic assumption is that there exists an interval \( \Delta t \) such that
\[
\tau_c \ll \Delta t \ll \tau_r,
\]
(3.23a)
where \( \tau_c \) is the (elementary) collision time and \( \tau_r \) the relaxation time. This condition is easy to understand: one cannot look for variations over characteristic times which are too short since one has neglected the change in the system when the trajectories of the particles are different from a straight line. On the other hand the relaxation of the system, i.e. the evolution of strong local inhomogeneities, cannot be described by derivatives if the relaxation time is too short. The condition (3.23a) is often stated as a low density condition (which may not be strictly equivalent).
\[ r_0^2 \rho \ll 1 \]  
\hspace{1cm} (3.23b)

Physically, the latter condition ensures that the successive collisions are well separated in space-time.

In deriving the Boltzmann equation, one implicitly assumes that the distribution function does not change significantly over the time interval \( \Delta t \). In other words, one assumes that the Boltzmann equation is local in time. Similarly, one also neglects space variation of the distribution function over lengths \( \Delta x \), typical of the distance travelled by the particles during the time \( \Delta t \) : the equation is local in space.

Finally, the factorization
\[ f_2 = f_1 f_1 \]  
\hspace{1cm} (3.25)

is required: this is the celebrated "Stosszahlansatz" or "molecular chaos" assumption, which introduces irreversibility as is well known.

Much less stringent assumptions are required for the INC picture to be correct. Since one does not deal with time derivative, one needs not worry about a characteristic interval \( \Delta t \) smaller than the relaxation time. Only condition (3.23a) is required. The very structure of the INC calculation is not subject to conditions on locality in space-time. Finally, whether a two-body collision occurs or not depends in the INC picture on the probability of finding two nucleons at sufficiently close points with an appropriate relative momentum, a quantity which has something to do with the two-body distribution function \( f_2 \). Therefore, two-body correlations effects are really taken into account. Three-body and higher correlations are neglected, as in Boltzmann equation.

In conclusion, it can be said that the INC model goes beyond the Boltzmann equation and beyond the Landau equation as far as the collision term is concerned. Furthermore, the INC is a theory for the evolution of the one-body distribution function, but also of the two, three, ... A-body distribution functions. This is equivalent to say that the INC can predict event-to-event fluctuations.

3.4. Classical many-body equations

The heavy ion case has been studied through the so-called equations of motion approach.\(^{25-30}\) The latter consists in solving the Hamilton equations for \( A \) nucleons interacting through central repulsive short-ranged plus attractive long-ranged potentials. This method, which seems to be more fundamental than a kinetic equation (Landau, Boltzmann, INC, ...) presents some technical difficulties: non-physical solutions at low energy, proper choice of the nucleon-nucleon potential, introduction of pion production and large computation times compared to INC. Moreover, the relative motion of two colliding nucleons is treated completely classically, which seems very doubtful in view of what we have said in Section 3.1. This may be important for the evolution in phase space. On the other hand, the equation of motion approach can incorporate two-body interaction energy, contrary to a kinetic equation approach.

3.5. Moment expansion of the Landau equation

For the Boltzmann and Landau equations, there are five and only five conserved quantities (called the collisional invariants):

\[ I_n = \int d^3r \, d^3p \, \gamma_n \, f_1(\hat{r}, \hat{p}, t) \]  
\hspace{1cm} (3.26)

with
\[ \gamma_n = 1, \hat{p}, \hat{p}^2 \]  
\hspace{1cm} (3.27)

The conservation laws may be written in a local form by taking the lowest moments in \( \hat{p} \) of the Landau equation (3.18). The zeroth moment yields (with (3.9-10), and assuming a finite system) the equation of continuity
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{U}) = 0 \]  
\hspace{1cm} (3.27)

or
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{U}) = 0 \]  
\hspace{1cm} (3.28)

The last equation defines \( \vec{U} \), the average macroscopic velocity.

The first moment gives (with Eq. (3.11))
\[ \frac{\partial \vec{U}}{\partial t} + \nabla \cdot (\rho \vec{U} - \rho \vec{V}) U = 0 \]  
\hspace{1cm} (3.29)

or
\[ \frac{\partial \vec{U}}{\partial t} + \nabla \cdot (\rho \vec{U} - \rho \vec{V}) (\rho U - V) = 0 \]  
\hspace{1cm} (3.30)

where
\[ \vec{V}[\rho] = \int_0^\infty \vec{U}(\rho') \, d\rho' \]  
\hspace{1cm} (3.31)

Equation (3.30) may be rewritten in terms of \( \vec{V} \). One readily gets
\[ \rho \left( \frac{\partial \vec{U}}{\partial t} + \vec{U} \cdot \vec{V} \right) + \vec{V} \cdot \vec{U} = 0 \]  
\hspace{1cm} (3.32)

where
\[ \vec{V}_{ij} = \delta_{ij} + \vec{S}_{ij}(\rho U - V) \]  
\hspace{1cm} (3.33)
The quantity

\[ S_{ij} = m^2 \int d^3p \; \delta v_i \; \delta v_j \; f_i(\vec{r}, \vec{p}, t) \]

where \( \delta v \) is defined by

\[ \vec{p} = m(\vec{v} + \delta \vec{v}) \]

is the momentum tensor in the matter (local) rest frame. The quantity \( \Pi \) is the momentum flux tensor.

The second moment equation is obtained, after some tedious algebra. It reads

\[ \left( \frac{\partial}{\partial t} + \vec{u} \cdot \nabla \right) S_{ij} = - \sum_k \left( S_{ik} \nabla_k u_j + S_{jk} \nabla_k u_i \right) - S_{ij} \nabla \cdot \vec{u} \\
- m \nabla \cdot \vec{j} + m \int \delta v_i \; \delta v_j \; d^3p \]

In this equation, \( \vec{j} \) is the internal energy current

\[ \vec{j} = \int d^3p \; \left( \frac{\vec{p} - m \vec{u}}{2m} \right) \frac{\partial f_i(\vec{r}, \vec{p}, t)}{\partial \vec{p}} \]

and \( \vec{j} \) stands symbolically for the collision term of the Landau equation. Defining the energy density by

\[ \rho \; e(\vec{r}, t) = \int d^3p \frac{\vec{p}^2}{2m} f_i(\vec{r}, \vec{p}, t) - \frac{1}{2} \rho \; u^2 = \frac{1}{2} \text{tr} S \]

one obtains

\[ \rho \left( \frac{\partial}{\partial t} + \vec{u} \cdot \nabla \right) e + \vec{v} \cdot \nabla \vec{j} = - \sum_i \sum_k S_{ik} \nabla_k u_i \]

The collision term contribution in (3.36) vanishes when the trace is taken.

One generally wants to close the moment equations. This is usually done phenomenologically, as in hydrodynamics. We postpone the discussion of this case to Section 5. We will show here that the long relaxation time limit gives the elasticity limit. Indeed, if a uniform damping due to the collision term is assumed,

\[ m \int \delta v_i \; \delta v_j \; d^3p = - \frac{(S_{ij} - \frac{1}{3} \delta S_{ij} \text{tr} S)}{\tau} \]

where \( \tau \) is the relaxation time, Eq. (3.36) can be written, assuming no energy current (\( \vec{j} = 0 \)),

\[ \left( \frac{\partial}{\partial t} + \vec{u} \cdot \nabla \right) S_{ij} + \tau^{-1} \left( S_{ij} - \frac{1}{3} \delta_{ij} \text{tr} S \right) = \]

\[ - \sum_k \left( S_{ik} \nabla_k u_j + S_{jk} \nabla_k u_i \right) - S_{ij} \nabla \cdot \vec{u} \]

In the long relaxation time limit, the second term may be neglected. By using the notation

\[ \frac{D}{Dt} = \frac{\partial}{\partial t} + \vec{u} \cdot \nabla \]

the derivative of (3.32) gives

\[ \frac{D}{Dt} \left( \rho \frac{D}{Dt} \vec{u} \right) + \nabla \cdot \left[ \left( S_{ij} + \delta_{ij} (\rho U - V) \right) (\rho U - V) \right] = 0 \]

Using (3.41), we may write

\[ \frac{D}{Dt} \left( \rho \frac{D}{Dt} \vec{u} \right) - \nabla \cdot \left( \sum_k \left( S_{ik} \nabla_k u_j + S_{jk} \nabla_k u_i \right) + S_{ij} \nabla \cdot \vec{u} \right) \]

\[ + \vec{v} \frac{D}{Dt} (\rho U - V) = 0 \]

Now, if we assume that \( S_{ij} \) is close to its equilibrium value

\[ S_{ij} = \delta_{ij} \frac{\rho \langle v^2 \rangle}{3} \]

one has

\[ \frac{D}{Dt} \left( \rho \frac{D}{Dt} u_i \right) - \sum_k \nabla_j \left( \rho \frac{\langle v^2 \rangle}{3} (\nabla_k u_j + \nabla_j u_k) + \vec{v} \cdot \nabla \vec{u} \right) \]

\[ - \nabla \cdot \left( \frac{\rho \vec{v}}{3} \right) \frac{\partial U}{\partial \vec{v}} = 0 \]

This is the classical equation for vibrations in a solid state which is ordinarily written in terms of displacements

\[ \frac{\partial ^2 d_j}{\partial t^2} + \lambda \nabla_j (\nabla \cdot \vec{d}) + \rho \sum_j \nabla_j (\nabla \cdot \vec{d}_j + \nabla_j \cdot \vec{d}_j) = 0 \]

The Lamé coefficients are

\[ \mu = \frac{1}{3} \rho \langle v^2 \rangle , \; \lambda = \frac{1}{3} \rho \langle v^2 \rangle + \rho^2 \frac{\partial U}{\partial \vec{v}} \]

This limit is not useful for the heavy ion case. We just give it for the sake of completeness. In heavy ion physics, one is probably closer to the short relaxation time limit, which leads to usual hydrodynamics, as indicated in Fig. 6.
4. EVOLUTION IN PHASE SPACE

4.1. Introduction

The kinetic theories that we have studied in the previous chapter describe the evolution of the system in phase space. However, only the asymptotic properties of the system are measured, i.e., the momentum of the particles. One thus may be interested in the evolution of the system in momentum space only. In Section 4.2, we will investigate this question in some detail. In Section 4.3, we will discuss several aspects of the evolution of the system in phase space. Finally, Section 4.4 will contain a small discussion of the concept of freeze-out as seen from a kinetic point of view.

4.2. Evolution in momentum space

Many models have been proposed to study this aspect. Randrup has studied the Uhling-Uhlenbeck equation (Eq. (3.18)) without convection and potential terms in an homogeneous medium. The r-dependence may be integrated out and the model is applied to two uniform infinite media in relative motion. This may help to look at the equilibration process. However, as Fig. 7 shows, the latter is very much influenced by geometrical properties.

![Fig. 7. Comparison of the equilibrium process as predicted by a uniform medium calculation (dotted line) and a 3-dimensional INC calculation (full line): time evolution of the ratio between average squared longitudinal and perpendicular particle momentum.](image)

The equilibration is much less rapid with real finite nuclei. In the latter case, binary collisions are drastically reduced because of surface and finite size effects. Furthermore, thermalization is not achieved because the system desintegrates rapidly. Let us remind the reader that the heat content of the system is directly connected with the reaction rate parameter $B$. A smaller $B$ means slower decoupling and hence less thermalization.

The work of Ref. 31 also shows that the thermalization process is rendered much more efficient by the possible $\Delta$-production. The latter transforms the longitudinal kinetic energy into mass energy and helps to populate the so-called midrapidity region, whereas elastic scattering starts to populate the elastic circle (see Fig. 8).

![Fig. 8. Contour plots of the distribution of nucleons in rapidity space after their first collision when only elastic NN collisions are considered (upper part, maxima close to the arrows) and when $\Delta$-production is introduced (lower part, maximum close to the $y = 0$ axis). From Ref. 31.](image)

The features of the final momentum distribution are also interesting to analyze in terms of the number of collisions $n$ undergone by the nucleons. There are numerous models which are dedicated to this study. Let us only mention here the diffusion model of Pirner and Schrumpf, and the closely related approach of Maflit based on a linear approximation of the Boltzmann equation in momentum space. Before entering into the discussion, we make the connection with the experimental data. The invariant nucleon production cross-section can be written as

$$
\frac{d^3 \sigma}{d^3 \theta} = \int b_{\text{max}}^{b_0} 2 \pi b_0 d b \int d^3 r \, E f_1(r, p, b, t), \quad (4.1)
$$

where $b_{\text{max}}$ has been made explicit the impact parameter dependence of $f_1$. The quantity $b_{\text{max}}$ is the maximum impact parameter ($\equiv R_1 + R_2$). The integral (4.1) is time-independent, since for freely moving
\[ f_1(\hat{r}, \hat{p}, t) = f_0(\hat{r} - \frac{\hat{p}}{m} t) \]  
\[ (4.3) \]

We may write the following expansions in terms of \( n \), disregarding the spectators \( (n \geq 1) \):
\[ v = \int d^3r \int d^3p f_1(\hat{r}, \hat{p}, b, t) = \sum_{n \geq 1} f(n) \]  
\[ (4.4) \]

where \( v \) is the number of participants, and
\[ \langle E \frac{d^3\sigma}{dp^3} \rangle = \sum_{n \geq 1} \langle E \frac{d^3\sigma}{dp^3} \rangle_n, \quad \sigma_n = \int E \frac{d^3\sigma}{dp^3} \]  
\[ (4.5) \]

Of course, the terms in Eq. (4.5) are not observable quantities, but it is instructive to look at them in the frame of a specific model. Figure 9 shows the quantities entering into Eqs. (4.4-5) as calculated by an INC calculation. The striking feature is the wide distribution of the collision frequencies for central as well as inclusive (integrated over \( b \)) collisions. In the average, for central collisions, the nucleons are making 2.78 and 3.24 collisions, for \( \text{Ne} + \text{Ne} \) and \( \text{Ca} + \text{Ca} \), respectively \((- 4 \text{ for } \text{Nb} + \text{Nb at 400 MeV/A}). However, a non-negligible number of them are making one collision only.

Fig. 9. Quantities \( f(n) \) for two impact parameters (left scale) and \( \sigma_n \) (right scale) (Eqs. (4.4-5)), as calculated in Ref. 37. The full lines refer to the final nucleons whereas the dotted lines refer to \( \Delta \)-particle \(( \times 8) \).

The spectra are very different according to the number \( n \). They are displayed in Fig. 10, for the \( \text{Ca} + \text{Ca} \) system. For \( n = 1 \), the so-called single-scattering component, 38,39 the spectrum is largely dominated by the differential NN cross-section, which is rather well forward-peaked (see also Fig. 8). As \( n \) is increasing the central rapidity region fills up whereas the projectile rapidity region is depleted. For \( n \) larger than 3, the distribution is close to an isotropic exponentially decreasing (in energy) distribution.

Fig. 10. Invariant cross sections to produce a proton after \( n \) collisions as a function of the c.m. perpendicular momentum \( p_\perp \) and c.m. rapidity \( y \). They are given in units of \( 0.462 \times 10^{-6} \text{ mb} \ c^2 \text{ GeV}^{-2} \). Only one half of the rapidity space is shown. To give an idea of the isotropy \( n > 6 \), curves of equal total energy of 1020 and 1371 MeV \( (\text{dotted curves}) \) have been drawn. Taken from Ref. 37.

As a consequence, only a part of the system may be considered as thermalized \((\text{or thermal-like})\), whereas the remaining nucleons are making few collisions. The importance of the latter part is directly related to the size of the system (and also to the energy) and is decreasing with increasing mass. Let us also mention that the analysis based on the interaction cluster model 40-43 or the so-called phase space model 44-66 leads to the same conclusion, namely that only a part of the system may be considered as equilibrated.
4.3. Evolution in phase space

It is customary to show matter density distribution. We will not do it here because, as we have seen, it is very likely that the equilibrium is not reached. The interested reader may look at Refs. 13, 47, 48, 49. It is however interesting to look at the evolution of the gross properties of the system in phase space. The latter may be conveniently characterized by the second moments of the one-body distribution functions

$$ M_{ij}(t) = \int d^3r \ d^3p \ \xi_i \ \xi_j \ f_1(\vec{r}, \vec{p}, t) $$  

(4.6)

where the six-dimensional vector $\xi$ is

$$ \xi = (\vec{r}, \vec{p}) $$  

(4.7)

They are 21 of them describing the spatial and momentum extensions of the system, as well as the possible $r-p$ correlations. Some of them are given in Fig. 11.

![Fig. 11. Time evolution of various moments of the one-particle distribution function $f_1$. The non diagonal moments $<xp>$ and $<zp>$ have been normalized by dividing by $(<x^2><p^2>)^{\frac{1}{2}}$, respectively. $z$ stands along the beam axis. The full lines correspond to taking all the particles, whereas the dotted lines amount to selecting those that made two collisions at least. Adapted from Ref. 50.](image)

The latter, as well as Fig. 12, gives the result of an INC calculation. It shows that the collision process may be roughly divided into two stages: a compression stage and an expansion stage. At the end of the compression stage, the system is longitudinally compressed into a pancake shape. The transformation of the longitudinal motion into random motion (central part of Fig. 11) goes on a little bit further, although it is not complete, as we have repeated. As time proceeds, the shape of the system becomes more and more

![Fig. 12. Time evolution of the baryon density (dashed line: participants only, full line: all baryons included) normalized to the normal density of nuclear matter (top), of the number of baryon-baryon collisions (centre, scale on the left), of the number of participants (centre, scale on the right), and of the entropy of the participant system divided by the final number of participants (bottom). Taken from Ref. 50.](image)

The evolution of the system reveals interesting and complicated features. Figure 12 shows that the system (more precisely the participants in the system) gains entropy during the compression stage. We recall that the entropy per baryon is related to the one-particle distribution function by

$$ S = 1 - \Lambda^{-1} \int d^3r \ d^3p \ f_1(\vec{r}, \vec{p}, t) \ln \left[ f_1(\vec{r}, \vec{p}, t)(2\pi\hbar)^3 \right] + 4 \ln 2 $$  

(4.8)

or, roughly, by

$$ S \approx 1 - \Lambda^{-1} \ln \left[ f_1(2\pi\hbar)^3 \right] + 4 \ln 2 $$  

(4.9)

if the distribution function is sufficiently close to a constant over the available phase space. The term $4 \ln 2$ enters into
because we have assumed spin-isospin degeneracy. The bracket is in some sense the average number of nucleons per natural unit in phase space. After \( t \approx 8 \) fm/c, the system expands at constant entropy. The gain in entropy from configuration space is compensated in momentum space. But this compensation lasts a small time span. After \( t \approx 10-11 \) fm/c, the system is still expanding, but the momentum distribution does not change anymore (see Fig. 11). We face then a free expansion characterized by a strong correlation between position and momentum. In fact, the behaviour of the \( \xi p_x \) and \( \xi p_z \) correlations allows to consider the system as a more or less globally equilibrated system, i.e. with little correlations, during a very short time interval, say from 7 to 9 fm/c. The situation looks a little bit better for the baryons which are making more than one collision. This is in keeping with what we have noticed at several places.

Let us mention before closing this section, that entropy of the order 4.4 as calculated by the INC calculation corresponds to a fermion-occupancy in phase space of the order 1/10 per unit volume. We will come back to the entropy when discussing deuteron production.

### 4.4. The freeze-out

By this, one generally means a sudden disappearance of the interaction between particles, which makes an abrupt transition between an expanding system in thermal equilibrium and a freely expanding system. It is reasonable to consider that the freeze-out takes place when the mean free path \( \lambda \) is equal to the mean distance \( d \) between particles. The latter quantity is related to the density \( \rho \) by

\[
d = \rho^{-1/3}.
\]

Therefore, the freeze-out occurs for

\[
\rho = \rho_{F0} = \left(\frac{1}{\alpha_{NN}}\right)^{3/2}.
\]

After the maximum compression (see Fig. 11), the average energy is such that \( \Delta W \approx 20 \) meV, which makes \( \rho_{F0} \approx 2 \rho_0 \). This seems quite a large value. However, we see in Fig. 11 that it is approximately the point beyond which the \( r, p \) correlations are growing considerably. This is just what we expect in a simple-minded picture of the freeze-out as exemplified in Fig. 13 for the one-dimensional case. During the isentropic expansion, the system expands in staying in a thermal equilibrium state: without any \( r, p \) correlations, and keeping the same phase space extension. The box in Fig. 13 increases along the \( r \)-axis and shrinks corrosively along the \( p \)-axis. After the freeze-out, the box is distorted by the free expansion of the system and \( r, p \) correlations are building up. The calculation shown in Fig. 11 seems to follow this pattern with some deviations however. The binary collisions seem to persist after the \( r, p \) correlations have disappeared. \( t \approx 10 \) fm/c in this case. This presumably comes from fluctuations in the internucleon distance and the non-uniformity of the density. In addition, the expansion prior to freeze-out (from \( t \approx 7 \) to \( t \approx 10 \) fm/c) seems to produce some (limited) amount of entropy: about half a unit per baryon. This obviously comes to collisions, which act as a source of viscosity.

![Fig. 13. Schematic illustration of the freeze-out transition showing the building of \( r, p \) correlations.](image)

Recently, \( 5^{1} \) it has been shown that such an amount of entropy can be generated by a viscosity of a free nucleon gas. In summary, it seems that the concept of freeze-out is consistent with the cascade dynamics, although some \( r, p \) correlations are built prior to the moment at which NN collisions cease.

### 5. HYDRODYNAMICS

The conservation equations obtained from the Landau kinetic equation (3.18) (we however drop here the \( (1 - \xi) \) factors) are Eqs. (3.27), (3.32) and (3.39). They however imply unknown quantities and are not closed on themselves. The usual way to close them is phenomenologically. The starting point is to observe that the collision term vanishes for

\[
r_1(r, p, t) = \rho(r, t) (2\pi m)^{-3/2} \exp\left(-\frac{\rho - \rho_t(r, t)}{2m T}\right).
\]

which corresponds to a local equilibrium. The Boltzmann constant is set equal to one. In this case,

\[
S_{ij} = \frac{1}{3} \rho \delta_{ij}, \quad \rho = \rho T, \quad J = 0.
\]
In general, (5.1) does not provide a stationary solution, even if we remove the $t$-dependence. The reason is that the convection term in the L.H.S. of the Landau equation drives particles from one point to the other. Obviously, corrections to (5.1) will come from gradients of the intensive macroscopic quantities $\rho$, $u$, and $T$. Because $S$ is a second rank tensor, it should be corrected as

$$S_{ij} = \frac{1}{3} \rho \delta_{ij} - \eta (\nabla_j u_i + \nabla_i u_j - \frac{2}{3} \delta_{ij} \nabla \cdot u) - \zeta \delta_{ij} \nabla \cdot u \quad (5.3)$$

where $\eta$ and $\zeta$ are the shear and bulk viscosity coefficients, respectively. Similarly, the heat flow should be of the form

$$\mathcal{J} = -\lambda \nabla \rho - \kappa \nabla T \quad (5.4)$$

where $\lambda$ is the thermal conductivity. Therefore, the basic equations are the continuity equation (3.27), Eq. (3.32) with $S_{ij}$ given by (5.3) and the energy equation (3.39) with the expressions (5.3) and (5.4). They are known as the Navier-Stokes equations describing the behaviour of a real fluid. They still contain too many unknowns. The situation is cured by eliminating the pressure and the internal energy in terms of $\rho$ and $T$. The functional relationship is assumed to be the same as in equilibrium and is known as the equation of state

$$\rho = \rho(\rho, T) \quad (5.4a)$$

$$e = e(\rho, T) \quad (5.4b)$$

One thus ends with five scalar equations for five variables ($\rho, u, T$).

It should be realized that the hydrodynamical approach basically assumes a local equilibrium. In other words, it averages over all the local fluctuations inherent to the microscopic structure of the system. In particular, all the fluctuations with characteristic length smaller than the thermalization mean free path $\lambda_{th}$ are averaged out. In principle, hydrodynamics can describe disturbances with a scale not smaller than $\lambda_{th}$. The latter quantity is not necessarily the usual mean free path $\lambda$, because in a collision, a particle can lose a very small amount of energy. This is precisely the case in the GeV/A range, where a particle needs at least two or three collisions to be thermalized. The quantity $\lambda_{th}$ is certainly not small compared to the dimension of the system and hydrodynamics is hardly expected to be valid. On the other hand, just to close the discussion about hydrodynamics in general, it should be mentioned that this approach is not necessarily restricted to weakly interacting gases. Actually, the Euler equation (i.e. the Navier-Stokes without viscosity) may be derived in very general grounds, once one has decided to forget about microscopic fluctuations.

Even though, hydrodynamics has been applied very soon in this field because one is dealing with supersonic velocities. Actually, the hydrodynamical equations admit shock wave solutions (due to their non-linearity). The shock compression and heating are linked (for a plane shock) by the Rankine-Hugoniot equation, (that we write here in its relativistic form)

$$(e^2 - e_0^2) + p(\frac{1}{\rho} - \frac{e_0}{\rho_0}) = 0 \quad (5.5)$$

In this equation, which applies to the rest frame of the compressed matter, the indexed quantities correspond to the before-shock zone. The interesting feature of this equation is that one can study the collision between identical nuclei, if we idealize them as two slabs (infinite in the perpendicular direction). The after shock energy density $e$ must be equal to the initial energy density as seen in the c.m. frame:

$$e = \gamma_{c.m.} e_0 \quad (5.6)$$

with

$$\gamma_{c.m.} = \left(1 + \frac{T_{lab}^2}{2m_0^* c^2} \right)^{-\frac{1}{2}} \quad W_0 = m_0^* c^2 - B \quad (5.7)$$

$T_{lab}$ being the lab incident kinetic energy. For a given equation of state $e = e(\rho, s)$, ($s$ = entropy density), Eqs. (5.5) and (5.6) can yield a solution for $\rho$, $s$ and $p$ for any energy $T_{lab}$. In particular, if we take an ideal gas ($e = \frac{1}{2} \rho \rho^{-1}$), one readily obtains

$$\frac{\rho}{\rho_0} = \left(\frac{2}{3} \gamma_{c.m.} \frac{1}{\gamma_{c.m.}} \right)^{-\frac{1}{2}} \quad (5.8)$$

It has been shown that shocks can generate high entropy ($S/A \approx 1$-$4$), high compressions ($\rho/\rho_0 \approx 2$-$6$) and high temperatures. Solving the Navier-Stokes equations in three dimensions is a formidable task and has not been carried out up to now. But solving the Euler equations is feasible and has been done. Numerical cell-size effects introduce the so-called "numerical" viscosity, whose control is not complete and which seems to be small. Since one is measuring particles, the microscopic structure has to be reintroduced at some place making comparison with data possible. This is generally done by assuming the fluid cells "freeze out" when the density comes below a certain value $\rho_f$. The most sophisticated method is to determine the yield and the spectra of different particles by a chemical equilibrium calculation using
the parameters of the cells: \( \rho_f \), \( T \) and its flow velocity. The cross-sections for a specific species seem to be sensitive to the freeze-out procedure, but the sum charge cross-sections are roughly insensitive.

Figure 14 illustrates the results of an hydrodynamical calculation when the transport coefficients are set equal to zero.

![Graph showing comparison of charge-inclusive data with nonviscous hydrodynamical calculations (histogram). Results for three equations of state are shown.](image)

**Fig. 14.** Comparison of charge-inclusive data \(^{61}\) (dots) with nonviscous hydrodynamical calculations \(^{62}\) (histogram). Results for three equations of state are shown.

The results are good on the qualitative level only. Figure 14 touches also at the sensitivity of the results on the equation of state. Due to the large uncertainty of the calculation, it is hard to tell anything about a possible sensitivity. Recent calculations \(^{63}\) seem to indicate that some observables like the flow angle is sensitive to detail of the equations of state (see later).

So far, the full Navier-Stokes equation could be solved only in the two-dimensional approximation. The viscosity effects make the entropy increase by only \( \approx 20 \% \).

Definite evidence for the validity of hydrodynamics or even for the manifestation of some specific features has not yet been obtained. Two candidates for such an evidence are the sideways proton emission \( ^{207} \text{Ne} + \text{U} \) at 400 MeV/A\(^{66}\) and the recent \( \text{Nb} + \text{Nb} \) data at 400 MeV/A. \(^{65}\) We will discuss these two points in the next section.

6. **TOWARD HOT DENSE MATTER PHYSICS**

6.1. **Introduction**

As said in the introduction, the difficult task is to relate observables to the properties of the intermediate excited, compressive system, and hopefully to connect these ones to bulk properties of nuclear matter. The inclusive measurements are not very useful in this respect as they are largely dominated by phase space (more exactly, the volume of the available momentum space). In the huge amount of data accumulated, three of them (at least) seem or have seemed promising in this perspective. We are going to discuss them successively. The following procedure will be adopted. The INC model, which embodies a trivial equation of state will serve as a reference for "conventional" physics. Hydrodynamics will be looked for indication of eventual equation of state effects.

6.2. **Deuteron formation and the entropy puzzle**

It is an experimental law \(^{12,67-69}\) that the production cross-section for a fragment A in the participant region is related to proton cross-section by

\[
E_A \frac{d^3\sigma}{d\rho_A} = C_A \left( E_P \frac{d^3\sigma}{d\rho_P} \right)^A
\]

(6.1)

where \( E_A = A E_P, \rho_A = A \rho_P \), and where \( C_A \) is a constant independent of energy and angle. This law at first sight suggested the so-called coalescence idea, namely that composite particles are just formed because nucleons can be close to each other in phase space at the end of the collision process. The latter prescription may be made a little bit more precise for the deuteron case in the following equations

\[
E \frac{d^3\sigma}{d\rho^3} = E \int 2 \pi b \rho b \int d^3R \left( \frac{d}{d\rho} \right)^b (\bar{R}, \bar{\rho})
\]

(6.2)

with

\[
\left( \frac{d}{d\rho} \right)^b (\bar{R}, \bar{\rho}) = \frac{3}{4} \int d^3R d^3P \left( \frac{\rho_{np}}{2} R \frac{\rho_{np}}{2} R \frac{\rho_{np}}{2} P + \frac{\rho_{np}}{2} P + \frac{\rho_{np}}{2} P \right) \eta_{np}(\bar{R}, \bar{\rho})
\]

(6.3)

where we have left out the index \( b \). In the latter equation, \( \rho_{np} \) is the two-body distribution function specialized to neutron-proton pairs and \( \eta_{np}(\bar{R}, \bar{\rho}) \) is the distribution function of the relative distance and momentum in the deuteron, normalized to unity. It should be stressed \(^{70-72}\) that Eq. (6.3) expresses the building of correlations like in a deuteron but does not necessarily exclude that they are carried by heavier composites. The asymptotic emission...
of definite composite particle requires knowledge of higher order distribution functions. Therefore (6.2-3) give the cross-section for the formation of ("d") deuteron-like objects. Assuming that the n-p correlations are roughly the same in any light composite, it can be estimated how many "d"s are present in \(^3\text{H}, \text{He}, \ldots\) nuclei. For instance, counting clusters up to \(^4\text{He}\), one has

\[
\sigma_{\text{d}} = \sigma_{\text{d}} + \frac{3}{2}(\sigma_{\text{d}} + \sigma_{\text{He}}) + 3 \sigma_{\text{d}} + \sigma_{\text{He}}.
\]

Similarly, one may define proton-like objects "p" :

\[
\sigma_{\text{p}} = \sigma_{\text{p}} + \sigma_{\text{d}} + \frac{3}{2}(\sigma_{\text{p}} + \sigma_{\text{He}}) + 2(\sigma_{\text{p}} + \sigma_{\text{He}}).
\]

which is nothing but the charge production cross-section. Formula (6.2-3) are a generalization of the old coalescence model.\(^{69-73}\)

Indeed, if \(g_{\text{d}}\) is very sharply peaked in phase space and if \(f_{1} \approx f_{i} f_{1}\), one readily recovers the power law (6.1) for deuteron emission. The coefficient \(C_{A}\) may even be computed if one takes a gaussian form for \(g_{\text{d}}\)

\[
g_{\text{d}}(r, p) = \frac{1}{(r_{0}/v)^{3}} \frac{1}{(p_{0}/v)^{3}} \exp \left(-\left(\frac{r}{r_{0}}\right)^{2} - \left(\frac{p}{p_{0}}\right)^{2}\right),
\]

and for \(f_{1}\) (\(j = n, p\))

\[
f_{1}(r, p) = \frac{N_{j}}{(r_{0}/v)^{3} (p_{0}/v)^{3}} \frac{1}{(\sqrt{2\pi} m h)^{3}} e^{-\frac{r^{2}}{2m}}.
\]

where \(N_{j}\) is either the neutron or proton number. In this case, one gets

\[
f_{\text{d}}(R, p) = \frac{3}{4} \frac{1}{(r_{0}/v)^{3}} \frac{1}{(p_{0}/v)^{3}} \frac{1}{(1 + \frac{r^{2}}{2m_{1}})} \frac{1}{(1 + \frac{r^{2}}{2m_{1}})}
\]

If one assumes that only \(N_{j}\) is \(b\)-dependent in (6.7), one readily gets (for \(N = 2\) systems)

\[
\frac{d^{3} \sigma}{d p^{3}} = C_{A} \left[ \frac{d^{3} \sigma}{d p^{3}} \right]^{2}.
\]

with

\[
C_{d} = \frac{4 \pi}{8} \frac{1}{\sigma_{0}} \frac{h^{3}}{(\sqrt{2\pi} m_{1})^{3}} \frac{1}{1 + \frac{r_{0}}{2m_{1}}} \frac{1}{1 + \frac{r_{0}}{2m_{1}}},
\]

and

\[
\frac{1}{\sigma_{0}} = \frac{2 \pi b_{\text{MBX}}}{8 \pi b_{\text{MBX}}}.
\]

The above argument leads to a power law between deuteron-like and proton-like cross-sections, whereas the experimental law (6.1) holds for free particles. Whether this difference is meaningful or not has never been investigated. The correction term in \(r_{0}/R_{0}\) was introduced for the first time in Ref. 74. In general, \(r_{0}\) is small compared to \(R_{0}\) and Eq. (6.9b) reduces to

\[
C_{d} \approx \frac{4 \pi}{8} \frac{1}{\sigma_{0}} \frac{h^{3}}{(\sqrt{2\pi} m_{1})^{3}} \frac{1}{1 + \frac{r_{0}}{2m_{1}}} \frac{1}{1 + \frac{r_{0}}{2m_{1}}}.
\]

The coefficient \(p_{0} \approx 200\) MeV/c (\(\approx h/r_{0}\) because of the normalization of \(g_{\text{d}}\)) and therefore the temperature dependence (which reflects the bombarding energy dependence) is not likely to be observed. In passing, we notice that the same calculation can be carried out if there is some \(r, p\) correlations, like \((-1 \leq y \leq 1)\)

\[
f_{1}(r, p) \sim e^{-\frac{r^{2}}{2m_{1}}} e^{-\frac{p^{2}}{2m_{1}}} e^{-2y \frac{r^{2}}{R_{0}^{2}}} e^{-2y \frac{p^{2}}{R_{1}^{2}}}
\]

In this case, the r.h.s. of Eq. (6.9b) must be multiplied by

\[
(1 + y^{2})^{-3} \frac{r_{0}}{2} \frac{p_{0}}{2} \frac{r_{0}}{R_{0}^{2}} \frac{p_{0}}{R_{1}^{2}}.
\]

In view of the uncertainty on the parameters entering in (6.9b) and (6.10b), it is hardly believable that one can extract the value of \(y\) from experiment, but the analysis has never been undertaken.

A very puzzling aspect of the deuteron production is that a
their last interaction. The agreement is within a factor 2, which is remarkably good. The latter result is quite interesting from another point of view, since it may explain the peak at non-zero angle in the proton cross-section (see Section 5). Actually the sum charge (primordial proton) cross-section would be maximum at 0°, but in this region, the nucleons would be so numerous that they would be "eaten up" by the deuteron formation. For more detail, see Ref. 4.

The fact that coalescence and thermal models give similar results may be accidental or due to the deuteron formation mode in a thermal model. Indeed, in a kinetic model (applicable to dilute gases), the deuteron balance would be given by (we forget the convection term)

$$\frac{3}{\delta t} f_d(\vec{p}) = \int d^3p_1 d^3p_2 d^3p_3 d^3p_4 \{ f_1(\vec{p}_1) f_1(\vec{p}_2) f_1(\vec{p}_3) f_1(\vec{p}_4) \} \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3 + \vec{p}_4 - \vec{p})$$

since the energy-momentum conservation requires a third partner (n+p+N+Nd). However, because the deuteron is almost unbound, the transition probability is close to

$$W(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4) = \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3 + \vec{p}_4) \delta(\vec{p}_2 + \vec{p}_3 - \vec{p}_1 - \vec{p}_4)$$

(6.14)

If the dynamics is such that the nucleons close in phase space inevitably makes a deuteron, one may write

$$W(\vec{p}_1, \vec{p}_2, \vec{p}_3, \vec{p}_4) \approx \delta(\vec{p}_1 + \vec{p}_2 + \vec{p}_3 - \vec{p}_4) \delta(\vec{p}_2 + \vec{p}_3 - \vec{p}_1 - \vec{p}_4)$$

(6.15)

Therefore

$$\frac{3}{\delta t} f_d(\vec{p}) \approx f_1(\vec{p}) f_1(\vec{p})$$

(6.16)

The equilibrium condition requires

$$f_d(\vec{p}) = f_1(\vec{p}) f_1(\vec{p})$$

(6.17)

which is the basic coalescence relation.

Whatever the deuteron source is, there is a relationship between the deuteron yield and the entropy gained by the system. Originally, this has been established by Siemens and Kapusta using the thermal model. The same relation can be derived on the basis of relation (6.3). We follow the presentation of Ref. 70. The number of deuteron-like particles is given by

$$N_{nd} = \frac{3}{4} \int d^3R d^3P \int d^3r d^3p f_R(\frac{\vec{p}}{2}, \vec{P}_{nd}, \frac{\vec{P}}{2}, \frac{\vec{P}}{2}, \frac{\vec{P}}{2}) g_d(\vec{r}, \vec{p})$$

(6.18)

\[\text{Fig. 15. Comparison between the INC calculation of Ref. 74 and the proton-like and deuteron-like (triangles) experimental cross-section. For the deuterons, the dots indicate the free deuteron yield. The experimental data are from Ref. 75.}\]
If we assume $g_d$ to be very narrow and $f_2 = f_1 f_1$, we obtain (for a $N = 2$) system

$$N_{n d^*} = \frac{3}{16} \int d^3 \mathbf{R} \, d^3 \mathbf{p} \left[ f_1(\mathbf{R}, \mathbf{p})\right]^2,$$  \hspace{2cm} (6.19)

where $f_1$ refers to nucleon, either proton or neutron. We may write (6.19) as

$$N_{n d^*} = \frac{3}{2} \langle f_1 \rangle \int d^3 \mathbf{R} \, d^3 \mathbf{p} \, f_1(\mathbf{R}, \mathbf{p}) = \frac{3}{2} \langle f_1 \rangle N_{n p^*}.  \hspace{2cm} (6.20)$$

In this equation $\langle f_1 \rangle$ is the average of $f_1$ on its own distribution

$$\langle f_1 \rangle = \int d^3 \mathbf{R} \, d^3 \mathbf{p} \left[ f_1(\mathbf{R}, \mathbf{p})\right]^2 \int d^3 \mathbf{R} \, d^3 \mathbf{p} \, f_1(\mathbf{R}, \mathbf{p})$$  \hspace{2cm} (6.21)

Now, the entropy (Eq. (4.8)) is given by

$$S \frac{A}{A} = 1 + 4 \ln 2 - \langle \ln f_1 \rangle.$$  \hspace{2cm} (6.22)

By the Sackur-Tetrode formula, one may relate $\langle \ln f_1 \rangle$ to $\ln \langle f_1 \rangle$. Using numerical values, one gets

$$S \frac{A}{A} = 3.95 - \ln \frac{N_{n d^*}}{N_{n p^*}}.  \hspace{2cm} (6.23)$$

In Ref. 76, the same relation is obtained, but, since the dilute gas limit is used, the formula involves free deuterons and protons. The physical content of Eq. (6.23) is rather transparent. The larger the entropy is, the farther from each other the nucleons are in phase space, the smaller the chance of building deuterons is.

Originally, the entropy was extracted (through (6.23)) from integrated deuteron cross-section and compared to ordinary equation of state and to INC evaluations (Eq. (4.8)) for central collisions. The "experimental" entropy was found substantially larger than the theoretical estimates, as shown in Fig. 16. The full curve is a one-dimensional hydrodynamical calculation with no adjusted parameters ($n$ and $\rho_f$, see Section 5). It contains however an interesting aspect. At low incident energy, few entropy is created and many heavy clusters are expectedly formed. At the freeze-out, many of them decay into smaller ones increasing the observed deuteron yield. Apart from this aspect, which is effective at low energy only, there is a large discrepancy between theory and experiment: this constitutes the so-called entropy puzzle. There has been several propositions to remove the puzzle, like the excitation of new degrees of freedom or the reduction of the deuteron binding force inside a medium, a very similar effect to the Mott transition in a plasma.

Fig. 16. Observed d/p ratios and entropy. Data for equal-mass collisions are compared with various theoretical predictions by Siemens and Kapusta (thermon), Bertsch and Cugnon (cascade), and Stöcker (hydrodynamics + thermal break-up). Adapted from Ref. 12.

The explanation comes very likely from a strong impact parameter or multiplicity dependence. The charged multiplicity dependence of the d/p ratio has been demonstrated by Gubrud's group and later by Nagamiya's group. Their results are contained in Fig. 17, along with INC calculations for Ar + KCl. Interestingly enough, the d/p increases with the charge multiplicity (both experimentally and theoretically), suggesting that the occupation in phase space is substantially larger in high multiplicity (central) collisions. The question which naturally arises is whether a saturation really occurs and why it occurs. According to Refs. 23, 70, 82, the bulk dynamics can occur for small impact parameters only, because particles which are within a mean free path from the surface do not participate in the phase space spreading in the same way, even if in the momentum space, there is perhaps no real difference. They are not confined by outer parts of the system. The situation is illustrated in Fig. 18, which shows a steady decrease of the calculated entropy as b decreases leading to a sort of saturation for small impact parameters. The content of Fig. 19 goes in the same direction showing that relation (6.23) holds quite well for small impact parameters. For all these reasons, it is more reasonable to compare saturation (or maximum) values of Fig. 17 with theory (if the latter cannot predict surface effects), rather than integrated quantities, like in Fig. 16.
Fig. 17. Experimental $d''/p''$ ratio versus charged multiplicity for four systems. The full dots are data from Ref. 81, the lines represent the data of Ref. 80 and the open dots are calculations from Ref. 82. For the latter the abscissa represents half the average participant number for several impact parameters ranging from zero to 7.15 fm.

One then obtains Fig. 20, where the experimental bulk entropy is somewhat between 4 and 5 units, whereas the INC model predicts a value a little too small. The original "puzzle" has thus substantially deflated, but the remaining discrepancy should not be underestimated, since it corresponds to a phase space occupancy, wrong by $\sim 40\%$.

Fig. 18. INC calculation of the entropy per baryon and the deuteron proton ratio as a function of impact parameter. Adapted from Ref. 82.

Fig. 19. INC calculated entropy and "d'' over "p" ratio compared with Eq. (6.23) (full line). The dots correspond to regularly spaced impact parameters ranging from 0 to about 7.5 fm. The arrows indicate the experimental value of $R_{dp} = N_{d''/N_{p''}}$ when integrated cross-sections are used. Adapted from Ref. 82.

Fig. 20. Experimental values of the "d''/"p" ratio (or the entropy) for large multiplicities compared to the INC calculations of Ref. 70.
6.3. Pion multiplicity and compression energy

A very important piece of data was obtained by the Stock's streamer chamber group\textsuperscript{88} and is shown in Fig. 21.

![Graph showing pion yield for Ar + KCl collisions](graph.png)

Fig. 21. The negative pion yield measured by a central trigger for Ar + KCl collisions (data around the dotted line) is compared to the prediction of INC (circles). The triangles are the results obtained in a calculation with frozen $\Delta$-isobars. Taken from Ref. 14.

Here is presented the (negative) pion multiplicity from the central trigger, which, according to Ref. 88, collects all the small impact parameters up to $b = 2.2$ fm. To understand fully the importance of these data, it is useful to remind of two complementary experimental results. (1) The pion multiplicity distribution is consistent with incoherent production,\textsuperscript{88,89} which, for a given impact parameter, implies a Poisson law.\textsuperscript{90} (2) There is a strong correlation between the pion and the charge multiplicity,\textsuperscript{88,89} heavily suggesting that central collisions produce most of the pions. Figure 21 has been the starting point of a long-standing debate. The INC calculations of Ref. 14, which was the most reliable calculation at that time, was not able to reproduce the data. If the following reactions were considered

$$NN \rightarrow \Delta\Delta, \quad \Delta\Delta \rightarrow \Delta\Delta$$

(6.24a)

with pions coming from the decay of the $\Delta$'s at the end of the cascade, the multiplicities (triangles in Fig. 21) came out rather well, but the spectrum was really bad (see Ref. 14 for the detail). If the following reactions

$$\Delta \rightarrow pN$$

(6.24b)

were introduced during the cascade, on the basis of the natural $\Delta$ lifetime, the spectrum is very much improved, but the pion multiplicity is overestimated (circles in Fig. 21), especially close to the effective threshold. The increase of the pion yield simply reflects the higher energy which is required to make a pion if only (6.24a) is retained, because of the large mass of the $\Delta$-resonance.

The discrepancy between INC predictions (with (6.24b)) and experiment has been interpreted by the authors of Ref. 91 as a manifestation of the compression energy. The idea is the following. A part of the available energy is necessary to compress the matter and therefore less kinetic energy is available to produce pions. This demands two subsidiary conditions. First, the number of pions is just determined by the kinetic (or thermal) energy. Second, the number of pions is fixed at (or by) the maximum density. The latter observation is corroborated by the INC calculation of Ref. 13,14. At the maximum compression, there are almost only $\Delta$ particles. During the expansion, the number of $\Delta$'s diminishes, but the number of free pions is compensating this decrease. Globally, the total number of pions (free + those hidden in $\Delta$'s) seems to stay constant after the moment of maximum compression. Therefore, it seems that one may write

$$n^\text{INC}_\pi (E_0) = \int C^\text{INC}(E_0; \sigma)$$

(6.25)

which expresses that, within the frame of the INC model, the number of pions is a function (whose analytical form is unknown) of the initial energy (which is the same as the kinetic energy) and of the average maximum density $\bar{\rho}$. In Ref. 91, it is assumed that, in the real world, the function is the same as in (6.25), but that the available energy is reduced by the compression energy:

$$n^\text{exp}_\pi (E_0) = \int C^\text{exp}(E_0 - E^C(\bar{\rho}), \bar{\rho})$$

(6.26)

Comparison between (6.25) and (6.26) is then used to extract $E^C(\bar{\rho})$, when $\bar{\rho}$ is taken from the INC evaluation. The results are given in Fig. 22, and are remarkable in several respects. Let us just mention that the compression energy is obtained for a wide range of densities. The procedure of Ref. 91 has been very much disputed, because it looks like taking some good aspects from a model and rejecting some bad aspects at the same time. However, it is fair to say that the authors of Ref. 91 have been very careful to eliminate all subsidiary sources of uncertainty, as by making an independent analysis in terms of multiplicity rather than in energy. Moreover, Harris and Stock\textsuperscript{92} have made a similar analysis, abandoning the hypothesis (6.25) in favour of

$$n^\text{exp}_\pi (E_0) = \int \text{th}(E_0 - E^C(\bar{\rho}), \bar{\rho})$$

(6.27)

i.e. using a thermal model. The only reference to the INC model is the value of $\bar{\rho}$, which is borrowed from it. They arrived at the same
result. (Incidentally, it means that chemical equilibrium is more or less realized in the INC). This additional result makes the analysis more convincing, but the whole procedure leaves still some skepticism. Nevertheless, it seems that the discrepancy is so large at small energy that something should be lacking in the INC model.

![Graph](image)

**Fig. 22.** Compression energy versus the density as determined from the comparison between Eqs. (6.25)-(6.26). See text for detail. Taken from Ref. 91.

Let us remind that the basic premise of the INC is the assumption that the collision process is a sequence of binary collisions between on-shell particles proceeding as in free space. If the model fails somewhere, either the whole model should be rejected (this would be unlikely in view of the numerous successes of the model) or one (or several) of the assumptions (indicated by the underlined terms) have to be relaxed. For the last choice, one may think of several possibilities. Most of them have concentrated on the second assumption. In most cases, the idea is to introduce in one way or the other an average potential for the nucleons.

In Ref. 93, the particles are put off their mass shell to simulate the initial binding effects and they are allowed to come on their mass shell once they make a collision. This procedure is inspired by the observation that particles are spreading very fast in phase space. Presumably, the average field is destroyed at the same rate.

In Ref. 94, the standard INC model is run to calculate the average density and by a simple folding method the average field. Then the cascade is run again with an average field (a model close to the Landau equation). In Ref. 95, the influence of a hard one

is added through the Enskog procedure. \(^{96,97}\) Let us now mention that the effect of interaction on the pion multiplicity has also been studied recently\(^ {90}\) in a kind of equation of motion approach. All these approaches aimed to introduce interaction energy effect. It is not clear however whether an average potential, a one-body property, can account for the interaction energy, a two-body property. In addition, one is facing in all these approaches a "double-counting" problem. If a part of the dynamics is put into an average field, the free collision term should be corrected for that. We will not discuss this topic any further, because the situation is far from clear for the time being.

Let us finally notice that the relaxation of the third assumption has not been investigated up to now. One may very well conceive that the production mechanism of the pions is very much altered by the presence of the surrounding matter. Also, nobody has looked at the influence of the pion propagation.

In conclusion, it is very likely that interaction energy effects are manifesting themselves in the excitation function of the pion multiplicity, but one is still far from extracting the function \(E^2(p)\) without any ambiguity.

### 6.4. Collective flow

One usually characterizes as collective a phenomenon by which several particles behave cooperatively to the construction of a physical quantity. Expectedly, a collective behaviour arises from the bulk properties of the system (although nuclear physics has accustomed us with collective vibrations which involve single-particle properties coupled to surface degrees of freedom). At least, there exists a good example: the giant isoscalar monopole state. Its energy is given (asymptotically, i.e. as \(A^{-1/2}\)) by the compression modulus of nuclear matter.

A collective flow would thus correspond to a correlated emission of particles (or momentum or energy) in a preferential direction. The hydrodynamics basically relying on the bulk properties of matter, it was originally believed that the observation of a collective flow would provide an evidence of hydrodynamical behaviour. Now, it seems to us that the issue can be formulated in two questions: (1) How to put in evidence a collective flow? (2) Are there different predictions of the flow in the frame of INC and hydrodynamics, respectively?

In the relativistic heavy ion case, we have already indicated that signals of a collective flow are possibly given by the proton angular distribution in \(\text{Ne} + \text{U}\) at 400 MeV/A and by the comparison between proton and pion temperatures, which could indicate an explosive radial expansion.\(^ {15}\) But it is generally believed that the
collective flow will be brought to light more easily by studying the so-called global variables. They have been used successfully in high-energy physics to put jets in evidence in high multiplicity events. The idea is to characterize with a few numbers the topology of an event with a large number of ejectiles, whose exact description would require many and many variables. The most common of the global variables is the sphericity tensor

$$Q_{ij} = \sum \gamma(p^v) p_i^v p_j^v,$$

(6.28)

where $p_i^v$ is the $i$th Cartesian coordinate (in the c.m. system) of the momentum of the $v$th ejectile. The quantity $\gamma(p^v)$ is a (scalar) weighting factor. The most interesting choices are

$$\gamma = 1/|p^v|, \quad 1/2m_{0v}, \quad 1/(p^v)^2,$$

(6.29)

well suited to study the flow of momentum, energy and number of particles, respectively. For $\gamma = 1$, the sphericity tensor is a part of the phase space tensor (4.6), when proper average over events has been carried out. The choice $\gamma = 1/2m_{0v}$ deserves particular attention, since it is coalescence-invariant. This means that a deuteron has the same weight as two nucleons having the same velocity. Such a choice is very well suited to models which do not include composite formation explicitly.

Geometrically, the tensor (6.28) represents an ellipsoid, which has three axes and three eigenvalues $\lambda_i$, $i = 1,2,3$, that we label in decreasing order. We call $\hat{e}_i$ the corresponding normalized eigenvectors. The eigenvalues are given by (this time, not necessarily in descending order)

$$\lambda_i = \frac{1}{3} \text{tr} Q + 2p \cos \left[ \frac{1}{3} \cos^{-1} \left( \frac{r}{p^3} \right) + (n-1) \frac{\pi}{3} \right],$$

(6.30)

with

$$p = \frac{1}{3} \left[ (\text{tr} Q)^2 - 3 \text{tr} Q \right],$$

(6.31)

$$r = \frac{1}{6} (A \text{tr} Q + 3 B) + \frac{1}{27} (\text{tr} Q)^3,$$

(6.32)

$$A = \sum_{\{ij\}} (Q_{ij} Q_{ij} - Q_{ij}^2),$$

(6.33)

$$B = \sum_{\{ijk\}} e_{ijk} Q_{1i} Q_{2j} Q_{3k},$$

(6.34)

In Eq. (6.33), the summation extends over the combinations of the indices indicated by $\{ij\}$. In Eq. (6.34), the summation runs over the permutations and $e_{ijk}$ is the usual antisymmetric tensor. Since $Q_{ij}$ contains six independent numbers, three additional quantities are needed to complete the description of the ellipsoid, namely to give its orientation. They are usually taken as the polar angles $(\xi, \phi)$ of the largest axis with respect to the $x,y,z$ axes (let us remind that the $z$-axis coincides with the beam axis), and $\chi$, the third Euler angle (i.e. the angle between the second largest axis and the intersection between the $(\hat{e}_2, \hat{e}_3)$ plane and the $(\hat{e}_2, \hat{e}_3)$ plane). Since the trace of $Q$ is a conserved quantity (for usual $\gamma$'s), one of the variables is useless. It is customary to consider the aspect ratios

$$q_1 = \lambda_1 / \lambda_3, \quad q_2 = \lambda_2 / \lambda_3,$$

(6.35)

instead of the three eigenvalues. The physically accessible values of $q_1$ and $q_2$ are given in Fig. 23.

Fig. 23. Two ways of characterizing the shape of an ellipsoid. See text for more detail. The heavy lines delineate the accessible area. $P =$ pencil, $S =$ sphere, $D =$ disk. The primes indicate that the eigenvalues are normalized to $\lambda_1' + \lambda_2' + \lambda_3' = 1$. Adapted from Ref. 102.

It would be desirable, for the sake of convenience, to characterize events with the smallest possible number of global variables. Generally, one restricts oneself to one shape variable $q_1$ and one angular variable $\alpha$. Several other shape variables may be constructed with the eigenvalues $\lambda_i$, such as the sphericity

$$S = \frac{3}{2} \frac{\lambda_2 + \lambda_3}{\lambda_1 + \lambda_2 + \lambda_3},$$

(6.36a)

the flatness
for \( \gamma = 1/(2m_v) \) and \( 1/(p_v^2) \), respectively.

The values of typical shape variables are given in Table 1 for three special types of events: a spherical event, where the emission is isotropic; a disk-like event, where the emission is isotropic in a plane only and a pencil-like event, where particles are emitted in two opposite directions.

### Table 1. Values of the global variables for limiting events

<table>
<thead>
<tr>
<th>Global variable</th>
<th>Sphere</th>
<th>Pencil</th>
<th>Disk</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_1 )</td>
<td>1</td>
<td>( \infty )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>1</td>
<td>undefined</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( S )</td>
<td>1</td>
<td>0</td>
<td>( \frac{3}{4} )</td>
</tr>
<tr>
<td>( F )</td>
<td>0</td>
<td>0</td>
<td>( \sqrt{3}/4 )</td>
</tr>
<tr>
<td>( J )</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( \phi )</td>
<td>undefined</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( c )</td>
<td>0</td>
<td>1</td>
<td>( -\frac{1}{2} )</td>
</tr>
<tr>
<td>( T )</td>
<td>( \frac{1}{2} )</td>
<td>1</td>
<td>( 2/\pi )</td>
</tr>
</tbody>
</table>

The analysis is made event by event. It is worthwhile to discuss what is actually implied by this procedure. The probability for producing an event with sphericity tensor elements \( Q_{ij} \) of value \( T_{ij} \) is given by

\[
\Phi(T_{ij}) = \sum_{N} P_N \int d^3p_1 \cdots d^3p_N \ f_N(\vec{p}_1, \ldots, \vec{p}_N) \ \delta(Q_{ij}(\vec{p}_1, \ldots, \vec{p}_N) - T_{ij})
\]

(6.40)

where \( Q_{ij} \) is the expression (6.28), \( f_N \) is the N-body distribution function (in momentum space) and \( P_N \) is the probability of having an event with \( N \) ejectiles. The average value of \( Q_{ij} \) is

\[
\langle Q_{ij} \rangle = \int \Phi(T_{ij}) T_{ij} \ dT_{ij} = \sum_{N} P_N \int d^3p_1 \cdots d^3p_N \ f_N(\vec{p}_1, \ldots, \vec{p}_N) \ Q_{ij}(\vec{p}_1, \ldots, \vec{p}_N)
\]

(6.41)
If the correlations are unimportant \((f_i \sim \prod f_1)\), this expression reduces to

\[
\langle Q_{ij} \rangle = \sum P_n \int d^3 p \, \gamma(p) \, p_i \, p_j \, f_1 (\vec{p}) \tag{6.42}
\]

In this case, there is no other information in \(Q_{ij}\) than in \(f_1\).

(1) Let us assume that the dynamics leads in the average to spherical events. But, because of fluctuations, the ellipsoid is sometimes prolate and sometimes oblate. Now, since \(q_1 \geq 1\) by definition, it is evident that \(\langle Q_{ij} \rangle\) will be larger than unity and that the difference will be larger and larger when the fluctuations are increasing.

(2) Let us consider events with a fixed elongated shape, but with the major axis pointing in the average toward the beam \((z)\) direction, with fluctuations. It is also clear that the average angle \(\theta\) will be different from zero.

Both examples show the bias introduced by the mapping of a manifold \((Q_{ij})\) into another \((\lambda_1, \lambda_2, \varphi, \chi)\) in such a way that an interior point is transformed into a point on an edge. This is particularly clear for the point \(q_1 = 1\) (see Fig. 23) and the point \(\theta = 0\). This may be formalized in the following way. The differential cross-section for making a tensor of elements \(T_{ij}\) is

\[
\frac{d^6 \sigma}{d^2 T_{ij}} = \int d^2 b \sum_{N} P_{b} \langle N \rangle \int d^3 p_1 \ldots d^3 p_N \, f_b (p_1 \ldots p_N) \, \Pi_i \delta(Q_{ij} - T_{ij}) \tag{6.47}
\]

where \([d T_{ij}]\) stands for the six-dimensional element. If \(f_b\) does not depend on the impact parameter \(b\), one has

\[
\frac{d^6 \sigma}{d^2 T_{ij}} = \sum_{N} \frac{\sigma_0 \, f_1 \langle N \rangle \int d^2 p_1 \ldots d^2 p_N \, f_1 (p_1 \ldots p_N) \, \Pi_i \delta(Q_{ij} - T_{ij})}{\langle Q_{ij} \rangle} \tag{6.48}
\]

If we turn to the eigenvalues and angles, we can write

\[
\frac{d^6 \sigma}{d \lambda_1 \, d \lambda_2 \, d \lambda_3 \, d \delta \, d \varphi \, d \chi} = \frac{\delta(T_{ij})}{\delta(\lambda_1, \lambda_2, \lambda_3, \delta, \varphi, \chi)} \frac{d^6 \sigma}{d^2 T_{ij}} \tag{6.49}
\]

where we have introduced the Jacobian of the transformation. It is given by

\[
\frac{\delta(T_{ij})}{\delta(\lambda_1, \lambda_2, \lambda_3, \delta, \varphi, \chi)} = \frac{\gamma(\lambda_1)}{\sin \delta} \tag{6.50}
\]

\[
\gamma(\lambda_1) = (\lambda_1 - \lambda_3)(\lambda_3 - \lambda_2)(\lambda_3 - \lambda_1) \tag{6.51}
\]
The two examples above can be easily formulated. One may start with (Eq. 6.48))

$$\Phi_N(T_{1j}) = \exp \left( -\frac{N}{2} \text{tr} \frac{1}{2} I^{-1} \right)$$

(6.52)

where $I_{th}$ is the theoretical value matrix. For case (1) $I_{th}$ is simply the unit matrix. In that case

$$J(\lambda_1) \sin \Phi_N(T_{1j}) = \exp \left( -\frac{N}{2} \sum_{i=1}^{3} \left( \lambda_i - (1 - \frac{1}{N}) \ln \lambda_i \right) \right)$$

(6.53)

It can be checked numerically that this distribution (which has a maximum for $\lambda_1 = \lambda_2 = \lambda_3$) leads however to

$$q_1 \approx 1 + \frac{3}{\sqrt{N}} + \frac{22}{N}$$

(6.54)

Similarly, case (2) corresponds to $I_{th} = \text{diag}(1,1,1)$, with $r > 1$. Numerically, this case leads to a maximum in the distribution $dN/d\Phi$ for the observed angle $\Phi$, which is away from zero degree. The false maximum may be avoided if one looks at the modified distribution

$$\frac{dN}{d\cos \Phi} = \frac{1}{\sin \Phi} \frac{dN}{d\Phi}$$

(6.55)

A maximum for $\Phi \neq 0$ in such a quantity can be considered as a manifestation of a true oriented flow. A modification similar to (6.55) can be introduced in the $dN/dq_1$ distribution to remove the distortion due to the Jacobian. See Ref. 105 for details.

What would be the differences between INC and hydrodynamics concerning the global variables? Figure 24 gives the general trend of the variation of the average angle $\bar{\Phi}$ (in the sense of the distribution $dN/d\Phi$) and of the thrust (here the thrust has been preferred to the first aspect ratio $q_1$) as a function of the impact parameter for a symmetric system. There is a dramatic difference between the predictions of the two models. Hydrodynamics predicts a true flow angle (there is no fluctuation in an ordinary hydrodynamic calculation) at $90^\circ$ for small impact parameter because of the short mean free path assumption which makes the matter opaque. The INC on the other hand, predicts for $b = 0$ smaller values of $\bar{\Phi}$, but this does not correspond to a true flow in this case, but rather as explained above to the fluctuations. This is particularly well illustrated by Fig. 25. It shows the distribution of the projection of the extremity of the unit vector along the major axis on a plane perpendicular to the beam axis. This plot is free of Jacobian effects, at least around the beam axis. Clearly, for central collisions, the ellipsoid points in the average in the beam direction, with large fluctuations.

Hydrodynamics does predict roughly the same pattern for all (symmetric) systems and energies between, say 250 to 1000 MeV/A. If some energy dependence is predicted, the large flow angles, linked to opacity, are always present. In the INC model, the situation is more subtle. First of all, as seen in Fig. 25, there is an average true flow for intermediate impact parameters. The flow angle increases with the size of the system. Also the fluctuations reduce with increasing mass number, in agreement with Eq. (6.46) (which would indicate the absence of strong many particle correlations in INC). In large systems, like $U + U$, even for $b = 0$ the flow angle is expected to be at finite angle. As the energy increases, the flow angle is expected to decrease. All these considerations are consistent with a mean free path of the order of a few fm and with the angular distribution of the NN scattering.

Fig. 24. Value of the thrust $T$ and of the thrust angle $\theta_T$ for the Ar + KCl system at 800 MeV per nucleon and for impact parameters from 0 to 7.2 fm, as given by an INC calculation. The zero impact parameter points are on the left and the points for the largest one are on the right. The bars indicate two times the standard deviation due to the fluctuations. P means participants and S spectators. The full line gives the results of Ref. 109. The triangles correspond to the same eight impact parameters as those of the INC calculations. Taken from Ref. 102.
Fig. 25. Distribution of the projection of the extremity of the unit vector along the major axis of the sphericity tensor on a plane perpendicular to the beam axis, as a result of an INC calculation. See text for more detail. From Ref. 106.

Recently, the first measurements of the plastic ball/wall system analyzed in terms of global variables have been presented. The dN/d cos θ plot shows a maximum at zero degrees for Ca + Ca at 400 MeV/A, whatever the multiplicity observed in the system. For Nb + Nb, a well-defined peak occurs in the dN/d cos θ plot. The corresponding angle decreases with decreasing multiplicity, disappearing for small multiplicities. The predictions of a recent INC calculation\textsuperscript{106} are given in Fig. 26. As can be seen from the bottom of the figure, the agreement is rather good. As shown in Ref. \textsuperscript{106}, no maximum happens in Ca + Ca because fluctuations are large enough to wash out the small intrinsic flow angle. In Nb + Nb, the intrinsic flow angle is larger and the fluctuations have decreased. Furthermore, as also shown in Ref. \textsuperscript{106}, the experimental acceptance of the detector introduces a bias to large observed flow angles. Figure 27 shows the result of the hydrodynamical calculation of Ref. \textsuperscript{63}. The latter produces a definite flow when a certain relationship is assumed between the multiplicity and the impact parameter. Let us however notice that results of Fig. 27 are not corrected for the acceptance of the detector.

Fig. 26. Full lines: INC calculation of the dN/d cos θ as a function of the multiplicity. Dotted lines: experimental data for the largest multiplicity bin.\textsuperscript{63} Taken from Ref. \textsuperscript{106}.

Fig. 27. dN/d cos θ plot for Nb + Nb at 400 MeV/A as generated by an hydrodynamical calculation. The multiplicity M\textsubscript{b} bins are just reflecting selections on the impact parameter. Adapted from Ref. \textsuperscript{63}. 
There is some uncertainty in the INC calculation, but it seems that the INC produces a flow. The flow angle is close to experiment, a little bit too small perhaps, and definitely smaller than the hydrodynamics prediction, which seems to overshoot the experimental value. The important consequence is that with heavy systems like Nb + Nb, we start to be sensitive to the bulk dynamics. Whether this is sensitive to equation of state or the detail of NN forces requires more experimental as well as theoretical study. Work in this direction is only starting.

7. THE SPECTATOR PHYSICS

7.1. Introduction

Although not as spectacular as the participant physics, the spectator physics nevertheless presents interesting aspects. What happens to the spectators? Essentially, this part of the system receives an energy-momentum transfer, by far much smaller than the one suffered in the average by the participant nucleons, but sufficient anyway to split this system into fragments. The momentum spectrum of the fragments is reminiscent of the initial state properties, namely the Fermi motion. This is discussed in Section 7.2. When the spectator system is large enough, the mass spectrum of the fragments seems to follow a very simple power law. This feature is so disturbing that we postpone its discussion to the next chapter. Another interesting feature is the isospin properties. Many neutron rich isotopes can be formed in this way. For the lack of space, we will not discuss this point. We have also to mention interesting topics, (which we will not discuss either), which are not properly pertaining to the spectator physics, but which are often discussed at the same time, presumably because experimentally they imply measurements at 0° and 180°. The first one is the backward and forward production of high-energy protons, which, as believed, are due either to a high energy tail of the Fermi motion or to scattering by existing clusters, although there may exist some relation between the two causes. The second topic is the scaling of the pion production close to the kinematical limit. The latter was predicted by Schmidt and Blankenbecler. Some deviations have been observed however. It is not clear yet whether the scaling comes from the structure function of the nuclei or simply from phase space coming from interacting clusters.

7.2. Fragment momentum spectra

One of the earliest experiment performed at the Bevalac established that the fragments of 160 and 12C (observed at 0°) had the following distribution of parallel momentum $p_{\parallel}$ in the projectile rest frame.

$$\frac{d\sigma}{dp_{\parallel}} \propto \exp \left( \frac{p_{\parallel}^2}{2\sigma^2} \right).$$

(7.1)

The width $\sigma$ depends on the mass of the fragment, is maximum for half the initial mass. To a good approximation, the dependence is parabolic: $\sigma \propto F(A - F)$. If $F$ and $A$ are the fragment and projectile masses, respectively, Goldhaber proposed a simple explanation of these observations. He assumed that the momentum of fragment $F$ is obtained by summing $F$ momenta picked up at random in the Fermi distribution. The Gaussian form (7.1) results from the central limit theorem. The values of $\sigma$ can be calculated as follows. If $\vec{p}_i$ is the momentum of the $i^{th}$ nucleon, one has

$$\sum_{i=1}^{A} \vec{p}_i = 0,$$

(7.2)

in the projectile rest frame. Squaring this expression, one obtains

$$\sum_{i=1}^{A} \langle \vec{p}_i^2 \rangle + \sum_{i=1}^{A} \sum_{j \neq i} \langle \vec{p}_i \cdot \vec{p}_j \rangle = A \langle \vec{p}_i^2 \rangle + A(A - 1) \langle \vec{p}_i \cdot \vec{p}_j \rangle = 0$$

(7.3)

or

$$\langle \vec{p}_i \cdot \vec{p}_j \rangle = -\frac{1}{A-1} \langle \vec{p}_i^2 \rangle.$$

(7.4)

This last expression translates the correlation induced by the momentum conservation law. Even if the distribution of $\vec{p}_i$ is isotropic, there is some correlation between the momenta of two nucleon because the total momentum must have a fixed value. Now, for a fragment $F$, one has

$$\langle \sum_{i=1}^{F} \vec{p}_i^2 \rangle = F \langle \vec{p}_i^2 \rangle + F(F - 1) \langle \vec{p}_i \cdot \vec{p}_j \rangle,$$

(7.5)

or because of (7.4)

$$\sigma^2 = \frac{1}{3} \langle \sum_{i=1}^{F} \vec{p}_i^2 \rangle = \frac{1}{3} \frac{F(A - F)}{A - 1} \langle \vec{p}_i^2 \rangle.$$

(7.6)

For the Fermi gas model, $\langle \vec{p}_i^2 \rangle = 0.6 p_F^2$, where $p_F$ is the Fermi momentum, and thus, $\sigma$ is related to $p_F$. The experiment suggests a value of $p_F \approx 220$ MeV/C, which seems smaller than the usual value.

The Goldhaber model implies momentum conservation, but does
not require energy conservation. This raises a kind of puzzle since apparently the spectator system receives an energy transfer (the energy sufficient to break up) but no momentum transfer. The transfer looks like a phonon exchange, the nature of which is not understood well. However, it is expected that the spectator system receives an impulse in the perpendicular direction. As a result, the perpendicular momentum distribution of the fragments will be larger than the longitudinal momentum one. Notice this difference, Heffner et al. have tried to extract the internal momentum distribution from the longitudinal distribution of the one-nucleon removal reactions, like $\alpha \rightarrow ^3\text{He}$ or $\alpha \rightarrow ^2\text{He}$. The authors claim that the Hartree-Fock approximation gives a better momentum distribution, especially at high energy. This looks very interesting since the high energy tail is not accessible by $(e,e')$ or $(e,e')p$ experiments.

8. LIQUID-GAS PHASE TRANSITION

8.1. Introduction

The fragmentation of the projectile was studied in the early experiments at the Bevalac. The mass yield was more or less described by the so-called abrasion-ablation model. In the latter a certain number of nucleons are abraded from the projectile. The excited remnant subsequently decays by eventually emitting particles. But it was found in later experiments that the mass yield in the target fragmentation region follows, for fragment masses $F < A/3$, a power law like

$$P(F) \propto F^{-\tau}$$

where the exponent $\tau$ lies between 2 and 3. This yield is very much akin to a similar finding in nuclei bombarded with several GeV protons. The authors of Ref. 126 realized that such a power law was predicted for the droplet size by Fisher's theory of condensation and suggested that the observed fragmentation law signals a transition from a liquid phase to a gas phase in nuclei. Similar power laws were found in the fragmentation resulting from heavy ion collisions between a few tens to about 200 MeV per nucleon. All these systems (spectators at high energy, nucleus after the passage of a fast proton, compound system in the Canil regime) seem to share a common property. They are primarily excited to a few MeV per nucleon and possibly slightly compressed. Therefore, their evolution may be dominated by the nuclear equation of state for small temperatures and for densities close to $\rho_0$ (Chapter 7).

In Section 8.2, we are going to describe briefly an approach which encompasses the abrasion-ablation model. It is essentially based on a two regime picture and phase space considerations. In Section 8.3, we will discuss the ideas which link the fragmentation in many pieces (the so-called multifragmentation) to the equation of state.

8.2. A two-regime picture of the fragmentation

We here closely follow the presentation of Ref. 131, which gives a global view of the problem. The authors start with a detailed analysis of the mass yield of proton and light-ion induced reactions on relatively heavy targets. They arrive at the following observations: heavy fragments are produced in low-multiplicity events, whereas light (A < 20) ones are produced in high multiplicity events. This suggests that two regimes are alternatively at work. The first one is an evaporation regime, in which the spectator system just looses a few very light particles. The second one is a multifragmentation regime, in which the system breaks up in many pieces of the size of light nuclei. The authors of Ref. 130 propose that the parameter which determines which one of the two regimes sets in is the energy per particle $E_p/A$ deposited in the spectator system by the participant nucleons which afterwards have escaped rapidly from the system. A very convincing analysis of the scaling properties of the mass yield indicates that the critical value is $E_p/A = 3$ MeV, a value which seems consistent with the theoretical considerations of Ref. 132. If the energy per particle of a nucleus is less than this value, it stays bound, loosing its energy by evaporation. It cannot support a higher excitation energy without breaking up. The mass yield can be calculated after the introduction of a few reasonable assumptions: (1) the number of primary NN collisions done by the participants is given by the Glauber-Matthiae rule. (2) at every NN collision, an average amount $E_0$ of energy is deposited in the spectator system. The quantity $E_0$ is left as a free parameter. Comparison with experiment yields $E_0 = 80$ MeV in agreement with the average transverse momentum in NN collisions. (3) In the multifragmentation regime, the number of fragments is equal to the number of primary NN collisions. (4) The fragmentation is assumed to be similar to a partition of a string of length A by n random cuts. The probability of finding a fragment of mass F is

$$P(n) = \frac{n(n-1)}{A} \left(1 - \frac{F}{A} \right)^{n-2}.$$  

An alternative statistical hypothesis is to be found in Ref. 133. The treatment of the evaporation process is quite standard. With such a model, one can reproduce quite well the whole mass yield as illustrated in Fig. 28. The most important aspect of this result is that the yield in the F = 10-40 region cannot be accounted for by evaporation (at least in the present stage of its understanding) and demands the presence of another process. The detail for the region F < 32 is displayed in Fig. 29. The model gives almost as good results as a fit by the power law (8.1). Let us also mention that this model, which goes beyond the abrasion-ablation model (essentially by the introduction of the multifragmentation), gives
good results for the fragmentation of the projectile at high energy.

In conclusion, it seems that this model gives a reasonable description of the multifragmentation yield. It, however, does not provide any hint to the dynamical path followed by the system during the multifragmentation process.

8.3. Multifragmentation and equation of state

It is known for a long time already that nuclear matter behaves like a Van der Waals fluid, i.e., that the isotherms display loops below a critical temperature. This result, first obtained in the Hartree-Fock approximation, has been corroborated by more sophisticated calculations. Without any doubt, it is due to the attractive long-ranged plus repulsive short-ranged character of the NN forces. Typically, the critical point occurs around $\rho_c \approx 0.3 \rho_0$ and $T_c \approx 20$ MeV, as shown in Figs. 30 and 31.
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**Fig. 28.** Mass yield in p- and $^{12}$C- Ag reactions. Data from Ref. 126. The prediction of Ref. 130 (full curve) for the p + Ag case is split into evaporation and multifragmentation components. Adapted from Ref. 131.
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**Fig. 29.** Mass yield for the p + Xe and Ne-Au reactions. Data from Refs. 125, 126. The full curves are the predictions of Ref. 130 and the dashed curve is simply a fit by a power law $A^{-\tau}$ with $\tau = 2.6$. Adapted from Ref. 131.

Are the physical aspects contained in Fig. 30 relevant to the multifragmentation of a nuclear system? For a positive answer, several conditions should be met. First, the system must be large enough to minimize surface effects, or, at least, corrections due to these effects should be approximately known. The same remark...
applies to the Coulomb forces. A second condition is that the system always stays in thermal equilibrium when it is expanding. In such a case, it can be represented by a point in the \((p, \rho)\) (or \((T, \rho)\)) plane. Although this may be less important, one would like the concept of freeze-out to be valid. If all these conditions are met, the system is prepared in a point on the \((p, \rho)\) plane (i.e., after two ions have stopped each other in the Gran machine), follows a trajectory in this plane and breaks up at the end of the trajectory (the freeze-out point). This point is obviously lying on the left of the coexistence region (see Fig. 30), i.e., in the area representing the gaseous phase.

Under certain circumstances, the trajectory will cross the coexistence zone and the system will undergo a phase transition. Before being sure that such an interesting phenomenon takes place, two questions must be answered. First, what are the characteristics of the trajectory? Second, if a liquid-gas phase transition takes place, how to detect it? We will first consider the second question, for which an answer seems to reside in Fisher's theory\(^\text{127}\) of condensation.

Fig. 30. Typical isotherms with the Maxwell construction (equal chemical potential) for symmetric nuclear matter (Ref. 139). The region enclosing the dotted lines is the coexistence region.

Fig. 31. Isotherms (dashed curves) and isoentropes (full curves) for symmetric nuclear matter in the Hartree-Fock-Skyrme approximation. They give the pressure \(p\) as a function of the baryon density \(\rho\). The so-called Skyrme III force is used. The value of the entropy per nucleon is indicated for each of the isoentropes. The isotherms are given for temperatures from \(T = 2\) (bottom) to \(T = 22\) MeV (top) by steps of 2 MeV. The \(T = 0\) isotherm coincides with the \(S/A = 0\) isoentrope. The heavy dots (the spinodal curve) enclose the instability region at constant temperature whereas the open dots delineate the instability zone at constant entropy. Adapted from Ref. 144.

The basic idea of this theory, already formulated by Bijl,\(^\text{140}\) is to consider that in the gaseous phase particles can be bound in clusters, whose average size is more and more important as the critical line (the left borderline of the coexistence zone in Fig. 30) is approached. The two main points of Fisher's theory are energy...
and entropy of a cluster of size \( A \). The energy is taken as

\[
E_A = A E_0 + w \sigma_A
\]  
(8.3)

where \( \sigma_A \) is the surface area of the cluster and where \( E_0 < 0 \) and \( w > 0 \). This choice, inspired from the properties of molecular forces, is well suited to the nuclear case (which is not really surprising, since both molecular and nuclear forces are essentially attractive at long distances and repulsive at short distances). The positive surface energy favours (relatively) small surfaces. This tendency is opposed by the entropy of the cluster which is expected to be composed of a bulk entropy and of a surface entropy

\[
S_A = S_0 + w \sigma_A
\]

The second term is a measure of the number of different configurations for a cluster of size \( A \) having a given surface area \( \sigma_A \). If the temperature is lowered or if the density is increased (both correspond to an increasing activity), the entropy will be less important, the clusters will start to grow (reducing their surface) and the droplets will go to a macroscopic size.

The above ideas can be clothed in a more mathematical form. We start with the grand partition function for a system containing any number of cluster of species \( i \) (here \( \beta^{-1} = kT \))

\[
Z(V,T,\mu) = \sum_{\{N_1, N_2, \ldots\}} \prod_{i} \frac{(q_i z_i)^{N_i}}{N_i!} \exp \left( -\beta E_i S_0 Z_i \right)
\]  
(8.5)

where \( S_i \) sums (for the moment) over all the possible states of the cluster \( i \) with a degeneracy \( q_i(S_i) \). Equation (8.5) may be put in a compact form

\[
Z(V,T,\mu) = \sum_{\{N_1, N_2, \ldots\}} \frac{(q_i z_i)^{N_i}}{N_i!}
\]  
(8.6)

where

\[
q_i = \sum_{S_i} q_i(S_i) e^{-\beta E_i(S_i)}
\]  
(8.7)

is the partition function for the cluster of the \( i \)th type and where \( \beta \mu_i \) is the corresponding activity. The summation and product symbols in (8.6) may be interchanged, as it can easily be checked (this is a general property of different species in the grand canonical ensemble). One then gets

\[
Z(V,T,\mu) = \exp \left( \sum_i q_i z_i \right)
\]  
(8.9)

From this equation, one may derive the expression for the density of clusters of size \( A \) (or type \( i \))

\[
\langle N_A \rangle = \frac{3}{\beta} \left( \ln \beta - 1 \right)
\]  
(8.8)

so that, with the help of (8.9)

\[
\langle N_A \rangle = q_A z_A
\]  
(8.10)

These results are quite general. The originality of Fisher's theory is the introduction of an intuitive form of the partition function \( q_i \) (8.7), which satisfies however precise physical requirements. The summation over \( S_i \) in (8.7) is considered as running over the possibilities of making a surface (this is not a restriction in the case of a lattice gas). It is further assumed that all the possible manners of making a surface are very well centered on an average surface area \( \bar{\sigma}_A \). Therefore (8.7) is very close to

\[
q_A = e^{-\beta (E_0 + w \bar{\sigma}_A)} A \sigma_0 + w \bar{\sigma}_A
\]  
(8.12)

since the entropy is nothing but the logarithm of the density of states. A correction factor should be applied to (8.12) to account for all the neglected possibilities of making a surface of area \( \sigma_A \) (called as "residual entropy"). Analytical considerations force this term to be of the form \( A^{-1} \). This term is related to the "funny shape" of a cluster (like a spaghetti) and to other combinatorial problems in self-avoiding random walks. If one finally assumes that \( \sigma_A = \sigma_0 A^\alpha \), which is quite natural in nuclear physics, one finally gets

\[
\langle N_A \rangle \propto A^{\alpha \sigma} y A^{-1}
\]  
(8.13)

with
\[ x = \exp \left[ -a \left( B w - \omega \right) \right] \quad , \quad (8.14) \]
\[ y = z \exp \left[ -\left( \beta E_0 - S_0 \right) \right] \quad , \quad (8.15) \]

The expressions (8.13-15) are obtained by assuming \( u_A = A u_0 \), \( z_A = z^A \), which amounts to assume that a cluster of size \( A \) is obtained by putting together \( A \) clusters of the smallest type (the nucleons). In this case, the nucleon density is
\[ \langle N_A \rangle = \sum_A A \langle N_A \rangle \quad . \quad (8.16) \]

Now, it is clear that the convergence rate of (8.16) is governed (see (8.13)) by the value of \( y \). On the left of the coexistence curve, \( x \) and \( y \) decreases rapidly with \( A \). When the coexistence curve is approached (either because the temperature drops (Eq. (8.15)) or because the chemical potential increases (Eq. (8.3)), \( y \to 1 \) and the \( \langle N_A \rangle \) distribution decreases more slowly. If \( y > 1 \), the series (8.16) diverges, which physically means that very large clusters are favored.

In Ref. 128, it is assumed that the freeze-out point is always lying on the coexistence curve as far as the freeze-out temperature \( T_0 \) is below the critical temperature \( T_c \). Therefore, if \( T_0 > T_c \), \( x > 1 \), \( y < 1 \) and the mass yield falls off more steeply than \( A^{-1} \). At the critical point \( (T_0 = T_c) \), \( x = y = 1 \), the mass yield is exactly \( A^{-2} \). Below the critical temperature, \( x < 1 \), \( y = 1 \), the mass yield falls off more steeply than \( A^{-1} \) again. According to Ref. 128, it seems that this pattern is observed as the energy per particle increases steadily between 20 to 100 MeV/A. The authors of Ref. 128 extract the following parameters \( T_c \approx 13 \text{ MeV} \), \( \tau \approx 1.8 \) (the latter parameter is in principle related to the dimensionality of the system and to the so-called critical exponents). This success is encouraging despite of the many uncertainties that blur the analysis, namely those on the freeze-out density, on the temperature of the fragments ...

One may wonder whether the dynamical path followed by the system in the \( (p,p) \) plane has some influence on the multi-fracturation itself. What is the evolution of the system once it is thermalized and possibly compressed? The most important feature seems to be the isentropic expansion of the system (Refs. 70, 142, 143 and Section 4). The system thus follows an isentrope (full curves in Fig. 31) and not an isotherm. Along an isentrope, the internal energy is transformed into flow motion, with a maximum efficiency: the work performed by the pressure is entirely transformed into macroscopic kinetic energy. Accordingly, the temperature of the system is decreasing.

In comparing with Figs. 20 and 31, it is already clear that the cluster formation in the participant system around 1 GeV per nucleon has little to do with the gas-liquid phase transition. The entropy per baryon of the system is too high and the isoentrope is always higher than the critical point in the \( (p,p) \) plane. In the Gurnee regime (or in the spectator system at high energy), the system is "prepared" at a point around the upper right corner of Fig. 31. The associated isoentrope will cross the coexistence region, when followed toward small densities. Several scenarios are possible when the system reaches the coexistence curve (Fig. 30). If the evolution is sufficiently slow, the system may develop two phases (each at equal chemical potential) and evolves along the Maxwell construction. It eventually vaporizes and its composition is governed by Fisher's theory. On the other extreme, the evolution of the system may be so fast that the system does not have the time to develop two phases. It remains in the liquid phase, keeps on evolving on an isoentrope: this is the supercooling phenomenon. The system is then in a metastable state. In usual isothermal fluid experiments, the supercooling extends up to the spinodal curve (Fig. 31). However, here, as the expansion is at constant entropy, the supercooling may last until the encounter of the "isentropic spinodal" (Fig. 31), which joins all the points of vanishing \( (\partial p/\partial \rho)_S \). Then the system enters the region of instability, characterized by a negative isentropic "compressibility coefficient" \( (\partial p/\partial \rho)_S \leq 0 \). To understand the nature of this instability, let us consider an extended system with uniform particle density \( \bar{\rho} \) at the top of which we add an oscillatory modification of the type
\[ \rho_0 = \bar{\rho} + a \sin \left( \frac{k}{r} - \omega t \right) \quad . \quad (8.17) \]

At this modification is associated a velocity field
\[ \vec{v}(r) = \frac{a \omega}{\bar{\rho}} \sin \left( \frac{k}{r} - \omega t \right) \quad . \quad (8.18) \]
which guarantees the continuity equation. This introduces a modification in the kinetic (flow) energy
\[ \delta K = \frac{M}{4 \bar{\rho}} \frac{a^2 \omega^2}{k^2} \quad , \quad (8.19) \]
where \( V \) is the volume of the system (surface effects are neglected) and \( M \) is the mass of the nucleon. If \( H \) is the bulk energy density, the modification in the internal energy \( U \) is
\[ \delta U = \int \left[ (\frac{\partial H}{\partial \rho})_S (\rho_0 - \bar{\rho}) + \frac{1}{2} (\frac{\partial^2 H}{\partial \rho^2})_S (\rho_0 - \bar{\rho})^2 \right] d^3r \quad . \quad (8.20) \]
Neglecting surface effects, one has in lowest (i.e. in second) order
\[ \delta U = \frac{1}{4\rho} \nu \left( \frac{3 \rho}{\rho} \right)_S \delta^2. \]  
(8.21)

The theory of small oscillations tells us that the frequency \( \omega \) is
given by
\[ \omega^2 = k^2 \left( \frac{3 \rho}{\rho} \right)_S \]  
(8.22)

When the derivative is negative, the frequency is imaginary. The
fluctuations grow exponentially. It is suggested in Refs. 143, 144
that the multifragmentation may result from this kind of instability.
However, no definite prediction has been done so far, because one is
still far from having a complete dynamical theory. First, a model
is needed for the expansion of a uniform hot sphere. Such a model
already exists.144, 145, 146 Second, the degrees of freedom associated
with fluctuations like in (8.17) have to be introduced at the top of
the global expansion of the system. This leads to a diffusion problem.
This can be understood by looking at Fig. 32, which shows the typical
variation of the internal energy of the system \( U(\rho, a) \) generalized to
nonuniform density by an expression like (8.17).

\[ U(\rho, a) = U(\rho) + c_2(\rho)a^2 + c_4(\rho)a^4 + \ldots, \]  
(8.23)

where \( c_4 > 0 \) and where
\[ c_2(\rho) = \frac{\nu}{4\rho} \left( \frac{3 \rho}{\rho} \right)_S \]  
(8.24)

\[ a > 0, \]  
\[ \bar{x} > 0 \]  
\[ \bar{x} = 0 \]  
\[ \bar{x} < 0 \]  

has the same sign as the isentropic compressibility coefficient.
Before reaching the "isentropic spinodal", \( c_2 > 0 \) and \( U(\rho, a) \) has
a minimum at \( a = 0 \). If we consider the probability \( P(a) \) of having a
fluctuation of amplitude \( a \), it will be centered at \( a = 0 \). Disregarding
the fluctuations is probably a good approximation in this region.
When \( c_2 = 0 \), the potential curve (8.23) opens up and as \( c_2 \) becomes
more and more negative, the potential develops two pockets for two
(physically equivalent) opposite values of \( a \). As a consequence, the
distribution \( P(a) \) broadens and large values of \( a \) can be obtained.

Physically, it means that the fluctuations grow spontaneously, leading
to "cracks" in the system. The considerations above are a simplified
description of the multifragmentation as a Landau-Ginzburg147 model
of a second order phase transition whose order parameter is the
amplitude \( a \) of the fluctuations itself. A more elaborate description
is however needed, which would include a more general form for the
fluctuation (than (8.17)) and a diffusion term for the evolution of
the distribution \( P(a) \).

The most serious problem is to relate the observables, namely
the mass yield to the fluctuation amplitude \( a \). Other questions are
related to the surface energy which may play a role (this is im-
potent in Fisher's theory) and to the Coulomb energy. These effects
may obscure the manifestation of the bulk instability148 (the most
obvious modification is a lowering of the critical temperature to
\( T_c \approx 10 \) MeV). However, despite the complications which soften
the transition, it is very likely that multifragmentation may be due to
the bulk instability. Indeed, the latter is due to attractive long
ranged and repulsive short ranged forces. Even if thermodynamic
concepts could not be strictly justified, it must happen situations
where it is preferable for the system to exist either in a denser
or in a more dilute form. This statement is supported by the recent
two-dimensional Hartree calculation of Strack and Knoll.149

The issue is far from being settled, however. Another problem
is the importance of the usual evaporation. Evidently, this process
must be important when the system is excited at small pressure. Then,
the system oscillates around a zero pressure state (see Fig. 31) and
the only way for the system to lose energy is to emit particles.150
However, there are indications that evaporation may be (at least
partly) responsible for the multifragmentation itself.150-152
To conclude this section, it seems that multifragmentation happens when the system is not too much excited, but sufficiently excited for not losing its energy by gentle evaporation. The relation between the properties of this phenomenon and the equation of state is not yet clearly established, but the actual situation seems promising.

9. CONCLUSION: OUTLOOK

From this account of the relativistic heavy ion physics, it is clear that this field is quite rich of diverse phenomena and in a phase of rapid development. Yet, the present review, supposed to be the basic material of a short series of lectures, is inevitably incomplete. Among the topics that we did not cover, let us mention the production of secondary fragments, the production of strange particles, the production of multibaryons, and the production of secondary fragments with unusual final state (the anomalons). We did not treat these questions, either because of poor or uncertain experimental status, or because experimental data are really too scarce, or because of difficulties of interpretation. We would however like to mention the disturbing aspect of the strange particles production ($K/\Lambda$, $\Xi/\Lambda$), \textsuperscript{153-155} which seems to be produced with larger perpendicular momentum than expected, especially the $\Lambda$'s.\textsuperscript{154}

We did not discuss either the spin-isospin instability (the celebrated pion condensation) which seems to be ruled out by the present experiments.\textsuperscript{161,162}

We are now in a situation, where the basic mechanisms of the reaction process are more or less understood. From the dozens or more models which were proposed a few years ago, only two have survived (when a simultaneous description of several aspects of the collision is needed) : the INC and hydrodynamics. Although it may not be clear from these notes, these denominations should be rather considered as generic names for two classes of closely related models. In the very recent times, the INC model is being refined to account for interaction energy. Also, there are a variety of hydrodynamic calculations (one fluid, two fluids, etc.). Both theories are designed to follow the evolution of the system in phase space. The main difference between the two approaches is twofold. First, hydrodynamics averages over local fluctuations, whereas INC keeps track of the microscopic structure all the time. Second, hydrodynamics can handle non trivial equation of state and is well suited to study the transport properties in a transparent way. Both approaches are however incomplete in the sense that they need some additional devices to treat the production of composites.

The basic mechanism can be outlined in this way. The system is divided in a more or less geometrical way into participant nucleons, which suffer large momentum transfers, and spectators which are much less perturbed. The participant system, whose mass decreases with increasing impact parameter is compressed substantially. It afterwards expands rapidly and decays into many energetic nucleons, pions and light composites. This dynamical path is largely dominated by a scheme of successive NN collisions. Due to the finite volume of the system, a few nucleons are making one or two collisions (a situation sometimes called the corona effect). Therefore only a part of the system may be considered as in a more or less thermal equilibrium.

The ultimate goal is admittedly to extract from the observed properties the hadronic matter equation of state. Basically, two questions must be answered. Do we approach the bulk dynamics? What are the observables sensitive to the equation of state? It seems from the global analysis of the $\Lambda + \Lambda$ data, that in this system and in heavier ones we are mainly watching the bulk dynamics at work. As for the second question, we have given in Section 6, three observables ($d/\pi^0$ ratio, pion multiplicity, flow angle) which may be sensitive to detail of the equation of state. To our opinion, the flow angle is still too poorly determined (at least theoretically) to draw definite conclusion. The $d/\pi^0$ ratio seems promising, but further investigation is needed. The pion multiplicity looks the most spectacular, although the interpretation of Ref. \textsuperscript{91} which considers this quantity as a barometer, is still disputed. To our opinion, it constitutes however an obvious indication of interaction (two-body) effects. The present situation is really exciting because we feel that we are close to clearly isolate equation of state effects, even if the equation of state itself (and/or transport coefficients) would be difficult to extract because, presumably, thermodynamic concepts would be marginally applicable.

The future should probably concentrate on low energy because equation of state effects are expected to be more important in this regime. High energy (around 1 GeV/A) should not be forgotten anyway, because this region is suited to a detailed study of the mesonic properties of the matter, a topic which has not received the attention it deserves.

Paradoxically, the spectator system also provides an opportunity to study the nuclear matter equation of state, in another regime, of course. But, here too, no clear evidence of equation of state effects, a liquid-gas transition or instability in particular, is presently available and alternative (conventionally named) conventional models are also providing a good description of the data. Perhaps in this case, we do not yet have a very clear idea of the evolution of the system.

To summarize, in both cases we have indications but no evidence of equation of state effects. But we have to keep in mind that "the absence of evidence is not the evidence of absence".\textsuperscript{163} This and the feeling that we are close to the goal will encourage us to pursue both the experimental and theoretical efforts.
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