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Abstract

District heating networks (DHN) are generally considered as a convenient, economic and environmental-
friendly way to supply heat to a large amount of buildings. Some modelling methods are required
to consider the dynamic behaviour of district heating networks to design them correctly, spare the
investment costs and limit the heat losses related to the use of a too high operating temperatures.
For the same reasons, the DHN control or retrofit of installations also requires the assessment of
the DHN dynamic behaviour. To achieve this, the heat transport in DHN, which is one of the
key issues in the behaviour of a whole centralized heating system, has to be correctly modelled.
Previous work evidenced current limitations of one dimensional finite volume method to model
heat transport in pipes and proposed an alternative method considering the thermal losses and
the inertia of the pipes. The present contribution intends to experimentally validate this model on
a test rig available at the Thermodynamics laboratory of the University of Liège (ULg, Belgium)
and on an existing district heating network. For both experimental facilities, the current model
shows good agreement between the experimental data and the simulation results for a large range
of water velocities. Moreover, it is shown that the thermal inertia of the pipe has a significant
influence on the outlet pipe temperature profile.

Keywords: District Heating Network, DHN, pipe, dynamic simulation, heat transport,
experimental validation.

1. Introduction

District heating networks (DHN) appeared in Europe since the 14 th century (in France) [1] and
they have been developed since 1950 [2]. Nowadays, they are generally considered as a convenient
way to supply heat to a large number of buildings with a central heating plant generating high
conversion efficiency and fuel flexibility [3]. Moreover the DHN allows a variety of energy sources
to feed them especially the renewable ones such as biomass or industrial waste heat. The size of
DHN varies widely: from several dozens of meters (for industry or small communities) to thousands
kilometres (such as the Moscow city network [4]). The control of large DHN is a key challenge
to reduce heat losses and to minimize the heat cost while ensuring the user comfort in buildings.
To achieve this, an open-loop control is often implemented [5] because of the simplicity of use and
the limited investments related to this method. The control of the studied application detailed
herein basically consists of holding a water temperature set point supplying to the network inlet
to ensure thermal comfort in buildings. This supply temperature is a function of the hour of the
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Nomenclature

ṁ mass flow rate, kg/s

Q̇ heat flux, J/s

ρ density, kg/m3

A area, m2

Cp specific heat, J/(kg K)

D diameter, m

DHN District heating network

h enthalpy, J/kg

in inlet

out outlet

p pressure, Pa

Re Reynolds number [−]

T temperature, K

t time, s

u velocity, m/s

ULg University of Liege

V volume, m3

day and the ambient temperature. However they are not adapted for widespread networks or DHN
fed by multiple heat plants. Indeed this control often leads to large variation of the fluid return
temperature to the heat plant. If the heat supplied to the network is greater than the heat demand
of the buildings, the return temperature increases. This phenomenon leads to higher heat losses of
the pipes since the pipe temperature is higher than the required one. On the other hand, it often
involves an oversizing of the installations (pumps, heat plants,. . . ) resulting in a higher investment
costs because of the unwanted variations of temperature and flow rates. Finally, thermal discomfort
can also appear in some buildings, even if the rated power plant is oversized: typically the fluid
velocity is about one meter per second [6–9] and the heat transport delay can reach hours to feed
correctly the furthest buildings connected to pipes of several kilometres.

One solution is to instrument the network at numerous key locations to measure the temperatu-
res, and the mass flow rates. Doing so, a closed-loop control and some dedicated control techniques
of thermal systems [10, 11] can be used. However this method is often expensive because of the
numerous expensive sensors which have to be used; especially if a retrofit of the system is per-
formed since these sensors are generally intrusive. Therefore it is proposed to model the dynamic
behaviour of the system to avoid the costs of the sensors.

In a previous work [12], the heat waves in the network were dynamically modelled to determine
at each key location the flow rates and the temperatures of the transport fluid. As others studies
related to heat transport in DHN [13, 14] the ambient losses are considered but the thermal inertia
of the pipes influence is also investigated to complete the available model. It must also be noted
that only water was considered as working fluid.

To model the DHN dynamics, a lot of methods [15] are available such as the Finite Volume
Method [16], the Method of the Characteristics [17], the plug flow method [13] (studied in this
contribution), neural networks [18], etc. On the other hand, some professional software are also
available on the market (Bentley [19], Modelon [20], Schneider Electric [21], etc) but they are
dedicated to the optimization of the DHN itself (temperature, electric pump consumption) without
considering the part load performance of CHP plant, the plant subsidies or the buildings. Therefore
the present contribution is dedicated to validate and provide a reliable open-source method to
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extend the plug flow method available in the litterature. Coupled to plants and buildings models
[12, 22] it can be used to assess the performance of a global system and to design it with the lowest
energetic and environmental impacts. In this paper, the model developed in [12] is validated on a
test bench available at the Thermodynamics laboratory of University of Liege (ULg) and on the
pipeline of an existing district heating network.

The developed model allows in a further study to be extend to the whole ULg network and
coupled to predictive heat demand methods to implement an improved control at a lower cost while
reducing energetic and environmental influences. Although the current paper focuses on large-size
DHN for which the time scale is relatively long (typically hours), the conclusions of this work may
be extended to systems of much smaller size. Indeed even for small DHN, an assessment of its
dynamic behaviour could involve a better heat supplied management.

2. Problem statement

In large networks, the length of pipes can reach tens of kilometres. When heat is injected at
one end of the pipe, the heat propagation to buildings located further in the network depends
on the fluid velocity, and it can take a significant amount of time. The order of magnitude of
the fluid velocity is generally the meter per second, to limit pressure losses and the related pump
consumption. Therefore the delay to transport heat can reach minutes or hours. As for example,
the hospital connected to the DHN of the University of Liege is at a distance of about 3 kilometres
from the heating plant and the fluid velocity is generally between 0.5 to 1 m/s leading to a heat
transport delay from one to two hours.

Previous work performed by the authors [12] shows that an one-dimensional finite-volume mo-
delling method could be used to model the dynamic behaviour of a pipe but requires an important
spatial discretization of the pipe, as it involves a high computational time incompatible with the
final use of the modelling, namely the control. On the other hand, the decrease in the spatial
discretization level involves a significant numerical diffusion linked to the discretization scheme
used, and therefore an anticipation of the heat waves at the pipe outlet. To counter these issues,
an alternative model called ” plug flow” was developed and will be detailed in the following section
of this article. The results of this model give us the same accuracy as the exact solution of the
one-dimensional problem model. Moreover, these results are obtained with a ” rough” spatial dis-
cretisation leading to a very quick simulation (simulation time is speeding up by a factor 1000).
Two major phenomena occurring in a DHN are also considered: heat losses and pipe thermal
inertia. For an insulated pipe, the heat losses have a slight influence on the outlet temperature of
the pipe especially for short pipe length. However, they have to be considered while they generally
represent 5% - 20% of the annual heat supplied to the network [23–25]. On the other hand, the
influence of the thermal inertia of the pipe on the outlet pipe temperature has been exhibited as
this induces a significant delay in the heat transport.

Based on previous work [12], this contribution focusses on the experimental validation of the
” plug flow” model on an experimental test rig built at the University of Liege and on experimen-
tal data of the ULg DHN. The influence of the pipe thermal inertia and the heat losses on the
outlet pipe temperature discussed during the modelling step are finally demonstrated based on
experimental data.
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3. Modelling

The proposed modelling method is based on the standard TRNSYS Type 31 component. For
further information about the original model, the reader can refer to [13, 26]. This studied mo-
delling method is based on a Lagrangian approach, i.e. the properties of each fluid particle are
considered along their direction in function of time, considering the energy balance in each cell. In
order to simplify the resolution, the flow was considered as incompressible which is valid if the fluid
is water and for low pressure variations [27]. Moreover, the pressure drop in each cell is currently
neglected, so the mass and energy balance are expressed by:

∂m

∂t
= 0, (1)

V ρ
∂h

∂t
= Q̇, (2)

This component models the thermal behaviour of fluid flow in a pipe whose cell volume and density
are considered as constant. That is valid for low temperature variation of a fluid cell covering the
pipe which occurs in an insulated pipe as the studied case. This assumption involves a constant
density. The pipe is divided in cells that follow the heat waves propagation: the entering fluid shifts
the position of the existing cell and the energy balance is applied to each cell. However, due to the
pipe length of DHN parts, it is proposed to set a pressure loss only at the pipe outlet to consider
the pumping work. This pressure loss is defined by the non-linear Darcy-Weisbach equation [28].

The current model used for the experimental validation in this contribution is an improved
model developed in [12]. It considers the influence on the outlet pipe temperature of the pipe
thermal inertia and the heat losses.

The constituting pipe material itself is divided into cells initialized to a fixed temperature
In opposite to fluid cells, pipe cells have a fixed location. Each cell has a thermal inertia (TI)
depending on the geometrical characteristic of the pipe:

TI = V ρCp, (3)

where V is the cell volume [m3] is defined as
π∆x(D2

out−D2
in)

4 and where ∆x is the cell length [m],
ρ and Cp are respectively the density [kg/m3] and the specific heat [J/kg/K] of the constituting
material of the pipe. Finally, Dout and Din are respectively the outer and inner pipe diameter [m].

The heat exchanges between the fluid cell and the constituting pipe cell or between the con-
stituting pipe cell and the ambient are computed by using a heat transfer coefficient. The heat
transfer coefficient corresponding to the heat exchange between the fluid and the pipe can be com-
puted from the flow characteristics by [29, 30]. The present contribution is not intended to be a
review of the literature on the calculation of heat losses and thermal resistance in district heating
and the interested reader is referred to [27, 28] for a more complete information concerning the
heat transfer between the pipe and the ambient. Finally, previous experimental studies are used
to determine the heat loss coefficient of the pipe [23, 31].

If several pipes reach or leave a key location of the DHN, an energy balance is performed on
this location. The mass balance results from a hardy-cross algorithm [32] to consider the partition
of the fluid in the different pipes knowing the pressure losses in each branch of the DHN.
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4. Experimental apparatus

To support the discussion, an experimental test rig (Figure 4) is built in the Thermodynamics
Laboratory of the University of Liege. It is composed of a 39 m steel pipe of 2 inches which is
insulated by 13 mm of insulation whose thermal conductivity is 0.04 W/(m.K). The pipe thickness
is 0.4 cm, its density is 8000 kg/m3 and its specific heat capacity is considered to be 500 J/kg/K
[33]. Natural heat transfer coefficient is calculated by [29] thanks to the dimensional test rig
characteristics and is 4 W/(m2.K). The ambient temperature near the pipe is measured by T-
thermocouple protected by a dedicated casing to avoid the radiation influence, inlet and outlet
water temperatures are measured by type T-thermocouples directly immerged inside the pipe to
avoid the time response due to thermal inertia of immersion sleeves. Incoming water is heating
up by 300 kW natural gas boiler and the volume flow rate is measured by a mechanical volume
flow meter with impulsions (4 per litre) whose nominal flow rate is 6 m3/h. The data acquisition
system is a NI cDAQ 9188 coupled with NI9213 for the thermocouple measurement and NI 9401
for the pulse counting. In the Table 1, the accuracy of the different sensors are listed:

Accuracy Range

T-thermocouple 0.3 °C -40 to 120 °C
Volume flow rate 3% 0.48 to 12 m3/h

NI9213 0.6 °C -

Table 1: Accuracy and ranges of the sensors used on the test rig.

Figure 1: Test rig diagram

Before to perform a test, the water-city network is pushed inside the studied pipe during about
10 minutes to stabilize its temperature, assumed at the water network temperature. Using this test
bench, several parameters can be studied: the flow velocity and the temperature step. In district
heating network, the flow velocity is generally lower than 2 m/s [6, 7, 34] to avoid large pressure
drops. Due to test bench constraints, the maximum flow velocity considered is 1 m/s.

To complete this analysis, the behavior of a real DHN is also investigated. Due to the lack of
information available in the literature or mismeasurement [10] in some data available, it is proposed
to perform a test on the ULg DHN which has a total length of 10 km and distributes pressurized
hot water at 125 °C to approximately 70 buildings located in the University campus (Figure 2).
Due to instrumentation facilities, the supply pipe analyzed is the first pipe which connects the
plant to the DHN (encircled in red in Figure 2). The mass flow rate and the inlet pipe temperature
are getting from the heating plant owner. For the information of the reader, the maximal flow
velocity in the ULg DHN is 1.5 m/s. The resolution of the mass flow rate is 1 t/h and the one
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of the temperature is 0.1 °C. Concerning the outlet pipe temperature, three K- thermocouples are
directly put on the pipe and averaged. An initial steady state test has been performed to ensure
an accurate measurement of the water pipe temperature by this technique. The K-thermocouples
are measured by the same data acquisition system as previously.

The analyzed pipe is a 106 m steel pipe with a diameter of 35 cm which is insulated by 15 cm
of insulation whose thermal conductivity is 0.03 W/(m.K). Based on experimental data [23], the
heat loss coefficient has been previously identified to 0.41 W/(m.K).

Figure 2: Diagram of the ULg DHN. Buildings in green, supply pipes in blue, analysed pipe encircle in red.

5. Results and discussion

To validate the model on the ULg test rig, it is proposed to consider several water velocity which
are typical in DHN (0.3 - 1.1 m/s). A good agreement is found between the experimental data and
the model results in Figures 3-6. Especially the time when the outlet pipe temperature begins to
increase. Therefore the time delay is correctly modelled with a very quick simulation (inferior to
0.5 s) without any numerical diffusion as the finite volume method [12]. In the different tests, there
is a light overestimation of the outlet pipe temperature at the end of the temperature step. It is
mainly due to the sensor accuracy but the authors think the fact the model is a one-dimensional
model should explain this tiny difference. Indeed the constituting pipe material is considered as a
lot of cells of the same temperature. In the experiment, there is a gradient inside the cell which
is not modelled here. However, as described later in this section, there is a good agreement of the
thermal inertia influence too.

A complementary test was carried out to check if an increasing step followed by a decreasing
step of temperature is correctly assessed (Figure 7). In this case the pipe is heated during about
10 minutes to stabilize the water and pipe temperature and then the boiler is shut off.

As shown in previous work [12], the significant influence of the pipe thermal inertia on the
heat transport in pipes is demonstrated in Figure 8. In this case, it is considered that there is
no pipe thickness (green crosses). The pipe thermal inertia induces an extra delay on the outlet
temperature (blue dots). Even if this delay is quite reduced in this test (about 50 seconds), it has
to be considered in a real network while the pipe length is larger: for example, one kilometre pipe
induces an extra-delay of 200 seconds [12]. Notice that the thermal inertia effect decreases when
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Figure 3: Test rig results for water velocity of 0.28 m/s.

Figure 4: Test rig results for water velocity of 0.58 m/s.
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Figure 5: Test rig results for water velocity of 0.75 m/s.

Figure 6: Test rig results for water velocity of 1.08 m/s.
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Figure 7: Test rig results for water velocity of 0.59 m/s and for an increasing and a decreasing step temperature

the pipe diameter increases due to the lower influence of the pipe thermal inertia compared to the
energy inside the pipe.

However, this influence should be considered during early morning heating boost and could be
treated in more efficient energetic way. Indeed to guarantee the thermal comfort of the users, this
heating boost is generally performed too soon leading to more important and useless heat losses
due to too high supply water temperatures. Coupled to predictive control of energetic needs of
buildings, this current model could be used to feed only the required heat demand in the network
and save energy and emissions.

Figure 8: Influence of the thermal pipe inertia on the results.
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To extend the validity range of the model with low velocity and so low Reynolds number
(between 5000-10000 [-]), the last experiment (Figure 9) has been performed with a low water
velocity (0.11 m/s). This condition could occur in oversized pipelines and in networks that serve
low heat density areas [9]. Once again, there is a good agreement with the experimental data:
the absolute error on the outlet pipe temperature is lower (0.2°C) than the accuracy of the data
acquisition system. In this case, the thermal inertia has no influence on the outlet pipe temperature
while the fluid velocity is very low.

Figure 9: Results for low water velocity.

Concerning the results of the ULg DHN (Figure 10), the velocity and the temperature at the
inlet pipe are imposed by the control of the whole plant. The test has been performed during several
winter hours to catch some temperature and mass flow rate variations. Here are the results:

Figure 10: Results for the ULg DHN.

Once again, there is a good agreement between the model and the measurements such as for
the time delay that the thermal inertia.
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5.1. Sensitivity analysis

To complete the discussion, a sensitivity analysis is performed. Indeed the accuracy of the
results can be influenced by some parameters which can sometimes be difficult to measure and /
or change in function of their age. The first one is the inside pipe diameter which is a function
of the pipe machining tolerance, the pipe roughness or the incomplete information due to past
modifications in pipe manufacturing standards. This can led to a pipe thickness variation of
10% [9] and therefore on a variation on the fluid velocity and the time shift on the outlet pipe
temperature. Notice that the pipe roughness could also involve a variation up to 10% of the heat
transfer coefficient between the fluid and the pipe. On the other hand, the thermal inertia is
affected by the pipe thickness and the manufacturing standard while the density and the specific
heat can vary from 5%. Finally, the thermal coefficient of the insulation is considered while it has a
direct influence on the heat losses and on the outlet pipe temperature. It depends of the insulation
age, the ambient temperature and the moisture content [35–37]. In this study, a factor of 10% is
considered.

Concerning the variation on the velocity due to uncertainty on pipe thickness, the variation is
quite reduced. The corresponding relative error on fluid velocity and on corresponding time delay
is less than 3% for the ULg test rig and less than 1% for the ULg DHN. These last tiny errors are
due to the low ratio between pipe thickness and pipe diameter and so the reduced influence of the
uncertainty of the pipe thickness on the fluid velocity and so on the time delay.

The uncertainty of specific heat and density of pipe constituting material involving a variation
of the thermal inertia of 5 % has a reduced influence on the outlet pipe temperature (Figure 11).
The mean square error of the outlet temperature is initially 0.02 °C and is 0.002 °C when the initial
thermal inertia is increased of 5 %.

Figure 11: Reduced influence of thermal inertia on outlet pipe temperature due to uncertainty on specific heat and
density of pipe constituting materials.

The influence of the different parameters on the heat losses are also quite reduced. Indeed for
the ULg test rig, the higher heat losses due to high heat transfer coefficient involve a temperature
reduction at the outlet pipe; but the thermocouple precision (0.3 °C) is higher than this calculated
temperature difference (<< 0.1°C). This can be seen in Figure 12. It is due to the heat losses
represent less than 0.5% of the heat injected in the considered cases. It is the same for the case
of a large DHN such as those ULg DHN. Despite of the length of pipe is larger, the temperature
difference is generally difficult to measure while the ratio between the heat losses and the heat
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injected is low too if the pipe is insulated. Readers are reminded that even this temperature
difference is quite reduced the total heat losses of a complete network (not only one pipe) can
reach 20% of the annual heat injected and therefore it has to be considered to assess the overall
performance of the system.

Figure 12: Non-measurable influence on heat losses and outlet temperature due to uncertainties on pipe thickness
and heat transfer coefficients.

6. Conclusions and perspectives

District heating networks are composed of numerous long pipes to supply buildings involving
delays in heat transport due to low fluid velocities. These delays could be the source of over-
consumption or discomfort in buildings. A practical solution to mitigate these issues consists in
instrumenting the whole network and using some dedicated algorithm to control the heat supplied
to the DHN. But this solution is generally expensive. Another option resides in detailed heat
transport modelling in district heating network. It is a key challenge to assess where and when is
the heat injected without sensors to improve the efficiency of energy use.

In this paper, the developed modelling approach is validated on an experimental test rig and
on a real district heating network. This approach assumes that the working fluid is in liquid state.
The results show a good agreement between experimental data and simulation results for a large
range of water velocities. Moreover, it is shown that the thermal inertia of the pipe has a significant
influence on the outlet pipe temperature response, especially when quick temperature variations
occur such as a morning boost of the network. It is therefore important to take it into account for
the control of the whole system.

On the other hand, a sensitivity analysis is performed and shows that the constituting material
parameters of the district heating have a reduced influence on the results. That allows the same
model to be used for a wide number of system configurations.

To reduce energy consumption and assess correctly the behaviour of the whole system, accurate
building consumption models are also required. If the building consumption is not properly model-
led, the outlet building temperature could be over or underestimated, leading to a miscalculation
of the inlet return pipe temperature and a miscalculation of the whole system. If the building
envelope and the energy systems are known, the accuracy of the building consumption depends
mainly on the occupant’s behaviour in residential buildings. This influence is reduced in sufficiently
large DHN for which the average occupancy is known.
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The next steps of the work will consist in the modelling of an existing DHN with all branches,
implement different control strategies and include renewable energy sources, and so on, to reduce
the environmental footprint of the network.
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