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De quoi parle-t-on ?

• Un algorithme est une suite finie et non ambiguë 
d’opérations ou d'instructions permettant de 
résoudre un problème ou d'obtenir un résultat 

• Marvin Lee Minsky, définit l’Intelligence Artificielle 
comme « la construction de programmes 
informatiques qui s’adonnent à des tâches qui 
sont, pour l’instant, accomplies de façon plus 
satisfaisante par des êtres humains […] »

https://fr.wikipedia.org/wiki/Marvin_Minsky


Ils sont partout

SIRICortana OK Google

Google photos



Saviez-vous que…

Le même principe algorithmique permet de : 

• Jouer automatiquement aux jeux Atari à partir des pixels des 
images 

• Gérer le niveau du lac de Côme dans les Alpes italiennes 

• Optimiser le traitement de certaines maladies chroniques 

Human-level control through deep reinforcement learning. V. Mnih & al., Nature, 2015. 

Tree-based reinforcement learning for optimal water reservoir operation. A. Castelletti, S. Galelli, 
M. Restelli, R. Soncini-Sessa. Water Resources Research, 2010. 

Treating epilepsy via adaptive neurostimulation: a reinforcement learning approach. J. Pineau, 
A. Guez, R. Vincent, G. Panuccio, M. Avoli. International Journal of Neural Systems, 2009.



Quel dénominateur commun ?

• Une fonction de 
récompense, qui permet de 
jauger si les décisions prises 
vont « dans la bonne 
direction » 

• Une capacité d’interaction et 
d’adaption avec 
l’environnement 

Agent

Environnement

ActionRécompense



Progrès récents : l’apprentissage 
profond



L’apprentissage par renforcement 
profond
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Mastering the game of Go with deep neural 
networks and tree search. D. Silver et al., 
Nature, 2016.



Un exemple «fait maison »

C. Neural network architecture

We propose a neural network architecture where the
inputs are provided by the state vector, and where each
separate output represents the Q-value function for one of
the discretized actions. The action a to be made is whether
to charge or discharge the hydrogen storage device with
the assumption that the batteries handle at best the current
demand (avoid any value of loss load whenever possible).
We consider three discretized actions : (i) discharge at full
rate the hydrogen storage, (ii) keep it idle or (iii) charge it
at full rate. The sketch of the architecture is shown in Fig.
2. More informations are provided in Appendix B.
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Fig. 2. Sketch of the structure of the neural network architecture (without
representing the actual number of neurons in each layer). The neural network
processes time series thanks to a set of convolutions layers. The output of
the convolutions as well as the other inputs are followed by fully connected
layers and the ouput layer.

IV. APPLICATION

We analyze the case of a residential customer of electricity
located in Belgium who is operating an off-grid microgrid.
The cost k endured per kWh not supplied within the micro-
grid is set to 2 e/kWh. The other microgrid parameters are
taken from [6] and are provided in Appendix C.

The agent bases its Q-value estimation on observations
related to past information available to the agent. Three
different cases are considered:

• a base case with minimal information available to the
agent: the state st is given by:

st =
⇥
sMG
t , [ct�hc , . . . , ct�1], [�t�hp , . . . ,�t�1]

⇤

where hc and hp are the lengths of the consumption
and production time series respectively.

• the case where information on the season is provided:
the state st is given by:

st =
⇥
sMG
t , [ct�hc , . . . , ct�1], [�t�hp , . . . ,�t�1], ⇣s

⇤

where ⇣s is the the smallest number of days to the solar
solstice (21st of June) which is then normalized into
[0,1].

• the case where some accurate forecast for the production
is available:

st =
⇥
sMG
t , [ct�hc , . . . , ct�1], [�t�hp , . . . ,�t�1],

⇣s, ⇢24, ⇢48
⇤ (18)

where ⇢24 and ⇢48 are respectively the unbiased predic-
tion of the solar production for the next 24 hours and
for the next 48 hours.

A. PV production

Solar irradiance varies throughout the year depending on
the seasons, and it also varies throughout the day depending
on the weather and the position of the sun in the sky relative
to the PV panels. The main distinction between these profiles
is the difference between summer and winter PV production.
In particular, production varies with a factor 1:5 between
winter and summer (see Figure 3).

(a) Total energy produced per month

(b) Example of production in winter

(c) Example of production in summer

Fig. 3. Measurements of PV panels production for a residential customer
located in Belgium.

B. Consumption

A simple residential consumption profile is considered
with a daily average consumption of 18kWh (see Figure 4).

Fig. 4. Representative residential consumption profile.

C. Results and discussions

We take the sizing of the microgrid provided by [6]
when optimizing the LEC with the hypothesis that the future
consumption and production are known. That sizing is given
by : xB

= 15kWh, xH2
= 1.1kW, xPV

= 12kWp.
Because the production profile is different for every year

considered, we define a score metric that compares the
deterministic policy ⇡d described in [6] with the policy
⇡q dictated by the deep Q-network. That metric allows (i)
to be largely independent of a slightly more favorable or
unfavorable year, (ii) to understand the extend of the sub-
optimality coming from the stochasticity of the environment.
The reported score Sy for data related to year y is given as
the difference between the undiscounted operational revenues
given by the deep neural network and the one given by the
deterministic policy:

Sy = M⇡q
y �M⇡d

y (19)

We first run the base case with minimal information
available. Figure 5 represents the evolution of the validation
and test scores along learning in that case. The selected
policy is based on the best validation score, which occurs
at epoch 113.

Fig. 5. Validation and Test scores obtained as a function of the number
of epochs.

A sample of the policy at that epoch can be visualized
on Figure 6 for the test data. It can be observed that since
the microgrid has no information about future production or
consumption, it builds up during the night a sufficient reserve

in the short-term storage so as to be able to face the next
day without loss load in most cases or with low loss load.
At the same time, it avoids wasting too much energy (when
the short term storage is full) by storing in the long term
storage device whenever possible.

(a) Typical policy during summer

(b) Typical policy during winter

Fig. 6. Policy visualization. H action = 0 means discharging the hydrogen
reserve at maximum rate; H action = 1 means doing nothing with the
hydrogen reserve; H action = 2 means building up the hydrogen reserve
at maximum rate.

We now investigate the effect of providing more infor-
mation to the agent so that it can improve its policy. We
report on Figure 7 the score on the test data for all cases
as a function of a unique percentage increase of the sizing
elements xB , xH2 , xPV (M⇡d

y is kept fixed in Equation ??).
It can be observed that any useful information added as
input to the agent helps improving the policy. In particular,
when the agent is provided with accurate information about
the production profile, it can improve its score significantly.
Similarly, additional data on the consumption profile would
help to further improve the policy ⇡q . This data could for
instance take the form of the current week day (1 to 7) in
order to model the case where a residential customer would
consume in average more energy during some particular days
of the week.

We can also plot the LEC obtained as a function
of a unique percentage increase of the sizing elements
xB , xH2 , xPV . The LEC is calculated with the assumption
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Deep Reinforcement Learning with Limited Time Series - Application to Energy 
Microgrids. V. François-Lavet, D. Taralla, D. Ernst, R. Fonteneau, 2016.



Merci !


