Characteristics of north jovian aurora from STIS FUV spectral images
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Abstract
We analyzed two observations obtained in Jan. 2013, consisting of spatial scans of the jovian north ultraviolet aurora with the HST Space Telescope Imaging Spectrograph (STIS) in the spectroscopic mode. The color ratio (CR) method, which relates the wavelength-dependent absorption of the FUV spectra to the mean energy of the precipitating electrons, allowed us to determine important characteristics of the entire auroral region. The results show that the spatial distribution of the precipitating electron energy is far from uniform. The morning main emission arc is associated with mean energies of around 265 keV, the afternoon main emission (kink region) has energies near 105 keV, while the ‘flare’ emissions poleward of the main oval are characterized by electrons in the 50–85 keV range. A small scale structure observed in the discontinuity region is related to electrons of 232 keV and the Ganymede footprint shows energies of 157 keV. Interestingly, each specific region shows very similar behavior for the two separate observations.

The Io footprint shows a weak but undeniable hydrocarbon absorption, which is not consistent with altitudes of the Io emission profiles (~900 km relative to the 1 bar level) determined from HST-ACS observations. An upward shift of the hydrocarbon homopause of at least 100 km is required to reconcile the high altitude of the emission and hydrocarbon absorption.

The relationship between the energy fluxes and the electron energies has been compared to curves obtained from Knight’s theory of field-aligned currents. Assuming a fixed electron temperature of 2.5 keV, an electron source population density of ~800 m−3 and ~2400 m−3 is obtained for the morning main emission and kink regions, respectively. Magnetospheric electron densities are lowered for the morning main emission (~600 m−3) if the relativistic version of Knight’s theory is applied.

Lyman and Werner H2 emission profiles, resulting from secondary electrons produced by precipitation of heavy ions in the 1–2 MeV/u range, have been applied to our model. The low CR obtained from this emission suggests that heavy ions, presumably the main source of the X-ray aurora, do not significantly contribute to typical UV high latitude emission.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Background

The ultraviolet jovian aurora is mainly produced by the interaction between the H2 atmosphere and precipitating magnetospheric electrons. In the far ultraviolet (FUV, between 1200 and 1700 Å), the emission is dominated by the Lyman-α line from atomic hydrogen resulting from H2 dissociation and H2 vibronic lines from the Lyman (6Σ− → 4Σ+) and Werner (6Π → 4Σ+) system bands. The auroral emission is known to interact with the atmosphere through absorption by the main hydrocarbons. Methane (CH4) attenuates the emission at wavelengths below 1400 Å, ethane (C2H6), which has a continuous absorption cross-section shortward of 1550 Å, has a typical signature between 1400 and 1480 Å in the case of strongly attenuated spectra, and acetylene (C2H2), which has a more peaked cross-section and has a significant effect at 1480 Å and 1520 Å. This very wavelength-dependent absorption is measured by the color ratio
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into the atmosphere. While broadband images are commonly used to characterize spatial and temporal effects of the aurora, FUV spectra allow the determination of the mean energy ($E$) of the precipitating electrons and improve our knowledge of the processes leading to the different auroral regions.

UV images obtained with Hubble Space Telescope (HST) cameras (STIS in the imaging mode and the Advanced Camera for Survey (ACS)) have shown a complex and dynamical auroral structure and revealed that the auroral morphology is characterized by several distinct components of emission.

The first component is the main oval, which maps magnetically to the magnetosphere between ~20 and ~30 jovian radius ($R_J$) in the equatorial plane, and results from the magnetosphere–ionosphere coupling current system associated with the breakdown of corotation in the middle magnetosphere, specifically with the region of upward field-aligned currents (e.g. Cowley and Bunce, 2001). This emission has an apparent brightness generally in the 35–450 kR range of $H_2$ in the Lyman and Werner bands (1 kR = 10$^9$ photons per cm$^2$ per sec emitted in 4$\pi$ steradians). Occasionally, emissions of a few MR have been observed in the morning sector. The main emission is characterized by a narrow bright arc extending from dawn to noon or further. This main emission generally becomes more diffuse and weaker in the afternoon sector than in the morning sector, with a ‘kink’ region in the 110–150$^\circ$ System III ($S_{III}$) sector of the northern aurora, associated with a localized magnetic anomaly (Grodent et al., 2008). Time-tagged observations show that the main oval energy flux usually varies steadily over several minute intervals and is somewhat correlated with the mean energy of the precipitating electrons, such that the current density (i.e. the electron flux) remains relatively constant (Gustin et al., 2004a). Assuming an emission exclusively due to electrons, the auroral mean electron energy lies within the range 35–200 keV. Two cases with harder electrons (~280 keV and ~460 keV) have also been revealed from a STIS observation of an exceptionally bright morning aura (Gustin et al., 2006). Overall, Gustin et al. (2004a) showed that the main oval properties are consistent with Knight’s theory of auroral electron acceleration associated with field-aligned current flow (Knight, 1973), involving a magnetospheric source of electrons with a thermal energy of 2.5 keV and with a density varying between 1000 and 10,000 m$^{-3}$, consistent with “warm” magnetospheric electrons observed by Voyager (Scudder et al., 1981). A discontinuity region in the main emission, characterized by a significant drop of the brightness and fixed between 08:00 and 13:00 magnetic local time (MLT) has also been identified in HST images (Radioti et al., 2008). Work by Chané et al. (2013) suggests that this discontinuity is the result of an asymmetry in the thermal pressure distribution, decreasing the strength of the corotation current system in that sector. Finally, a transient small-scale structure in the main emission, close to magnetic noon, has recently been identified by Palmærs et al. (2014). This structure is present in both hemispheres, located between 09:00 and 15:30 MLT in the northern hemisphere and between 10:00 and 15:00 MLT in the southern hemisphere. Intermittent plasma flow in the equatorial plane near the noon sector is advanced as a possible explanation for this emission.

The second component, located poleward of the main oval, consists of scattered diffuse emissions, generally weaker than the main oval (~15 to ~70 kR). These “polar cap” emissions exhibit large time variations on timescales of minutes or less (“flares”). Occasionally, very dynamical, intense and sometimes quasi-periodic brightenings of several MR have been observed, possibly related to abrupt solar wind variations (Waite et al., 2001; Bonfond et al., 2011). The latter bright polar flares have never been directly observed with UV spectrographs, which makes it problematic to determine their characteristics, but STIS spectra obtained from “typical” polar emissions are generally associated with mean electron energies in the 30–100 keV range. Values up to ~180 keV have been observed but are exceptional, considering the few observations available. Furthermore, the energy fluxes and current densities associated with polar emissions determined by Gustin et al. (2004a) are significantly lower than main oval values (<10 mW m$^{-2}$ and <0.12 $\mu$W m$^{-2}$ for polar regions compared to values up to 30 mW m$^{-2}$ and 0.3 $\mu$W m$^{-2}$ for the energy flux and current density, respectively, of the main oval). At the higher end of the energy flux range in this region, the auroral acceleration mechanism may be similar to that in the main oval, while the weaker emissions are not clearly associated with field-aligned currents and could result from precipitation from a quasi-isotropic hot magnetospheric electron source (Gustin et al., 2006). The time evolution of ($E$) generally shows little correlation (positive or negative) with the energy flux precipitated during these transient events. This behavior suggests that the mechanism responsible for rapid transient brightenings does not increase the energy of the precipitated electrons, but it enhances their number flux (Gérard et al., 2003).

The third type of auroral emission consists of spots at the magnetic footprints of Io, Ganymede and Europa, observed both in UV and in infrared wavelengths (Prangé et al., 1996, 1998; Grodent et al., 2006; Clarke et al., 1996, 1998, 2002). The Io footprint (IFP) consists of several spots observed in both hemispheres (Bonfond et al., 2009), followed by a trailing tail that sometimes extends for more than 180$^\circ$ in longitude (Clarke et al., 1998; Gérard et al., 2002). The IFP brightness in the Lyman and Werner $H_2$ bands may be very variable with time and location, as spectra and images of the IFP shows observed values from 35 kR (e.g. Bonfond et al., 2009), with peaks of up to 670 kR (e.g. Gérard et al., 2002) and all intermediate values (Wannawichian et al., 2010). The vertical brightness of the IFP spots can go up to 6 MR and depend on both the $S_{III}$ longitude of the satellite and the hemisphere considered (Bonfond et al., 2013). The IFP spectral observations are characterized by remarkably stable CR from 1.4 to 2.3. Compared to the other auroral regions, where the CR can vary from 1.4 to more than 10, these IFP color ratios (CRs) correspond to precipitating electrons of mean energy between 40 keV and 70 keV (Gérard et al., 2002). These values were obtained from the methane vertical profile and the pressure–altitude relationship in the North Equatorial Belt (NEB) atmosphere from Gladstone et al. (1996), adapted to gravity at the polar region. Study of limb profiles by Bonfond et al. (2009) shows that the peak of IFP emission profile is situated between 550 and 1300 km. The peak altitude, at ~900 km on average, is found to be relatively constant with distance from the main spot. By using Monte Carlo simulations, these authors showed that an observed emission peaking at 900 km is compatible with precipitation of electrons distributed as a kappa function with a mean energy of ~1.1 keV, much lower than the values obtained by Gérard et al. (2002). This discrepancy, still not elucidated, is usually interpreted as being the result of our poor knowledge of the hydrogen density profiles in polar regions, which is thought to be very different from observed and modeled profiles determined at low latitudes because of the energy deposition induced by the aurora.

A fourth component consist of emissions equatorward of the main emission: transient emissions possibly due to magnetospheric injections (Dumont et al., 2014) and diffuse emissions, presumably associated with electron scattering by whistler mode waves (Radioti et al., 2009).

1.2. Objectives of the study

Contrary to the auroral brightness, easily monitored by the thousands of images obtained with HST instruments, the factors...
which influence the primary electron mean energy variations are difficult to interpret for two reasons. First, the limited number of spectral observations available has been obtained through the long 1997–2009 period and thus reflects various solar and magnetospheric–ionospheric conditions, which make it difficult to directly compare different measurements. Second, the observed spectra either cover a limited portion of the aurora due to the small size of the aperture projected onto the planet (e.g. Gladstone and Skinner, 1989 with the International Ultraviolet Explorer, Dols et al. (2000) with the Goddard High resolution spectrograph onboard HST, Gustin et al. (2002, 2004a, 2006) and Gérard et al. (2002, 2003) with the HST/STIS in the spectroscopic mode), or integrated the whole polar region without spatial resolution (e.g. observations with the Far Ultraviolet Spectroscopic Explorer by Gustin et al., 2004b). Such former spectroscopic observations thus do not allow us to draw a global picture of the processes responsible for polar auroras.

Spectral images of the jovian aurora obtained recently with STIS allow a quasi-instantaneous diagnostic of the energy of the precipitating electrons. First, CR maps derived from the two spectral observations of the Northern pole obtained on 16 and 24 Jan. 2013 through the GO12883 HST program revealed that the spatial distribution of the mean energy is far from uniform (Gustin et al., 2013) through the GO12883 HST program revealed that the spatial distribution of the mean energy is far from uniform (Gustin et al., 2013). Several regions show little absorption (e.g. the Io footprint or the discontinuity region), while others are significantly attenuated (e.g. the main oval morning arc and flare emissions). A confined emission situated near the noon sector, also shows strong hydrocarbon attenuation. This emission, associated with the Ganymede footprint in both observations presented by Gustin et al., 2013a, 2014). Several regions show little absorption (e.g. the Io footprint or the discontinuity region), while others are significantly attenuated (e.g. the main oval morning arc and flare emissions). A confined emission situated near the noon sector, also shows strong hydrocarbon attenuation. This emission, associated with the Ganymede footprint in both observations presented by Gustin et al., 2013a, 2014) is now identified as the small scale structure described by Palmiets et al. (2014) in the 16 Jan. 2013 observation. Four more STIS spectral images obtained in 2014 (three of the Northern and one of the Southern hemisphere) also revealed such spatial inhomogeneity of the energy distribution (Gérard et al., 2014). These authors used mono-energetic precipitating electrons to derive the mean energy of the auroral electrons. Depending on the region probed, the electron energy varies from a few keV up to 700 keV.

The two sets of observations used in the present study consist of a continuous time-tagged spatial scan of the north jovian polar region with the STIS 52° × 0.5° slit in spectroscopic mode. This procedure allows us to obtain reconstructed images of the aurora, where each pixel contains spectral information and makes it possible to derive the CR and estimate the energy of the precipitating electrons for each pixel. The present data thus exhibit a quasi-simultaneous picture of the whole northern aurora, from which several regions may be extracted and compared. In particular, this dataset allows for the first time the analysis of the CML with a 125 s precision. In order to correctly identify each auroral feature and compute the χ angle (angle between the local normal and the observer) for each point, we reconstructed orthonormed images corresponding to chosen wavelength ranges based on the time-tagged event list. The orientation of the slit relative to the sky remained constant during each exposure. However, the motion of the center of slit relative to Jupiter involves a translation along a rotating axis as well as a compensation for the motion of Jupiter relative to the sky. In order to recompose orthonormed images with the Y-axis corresponding to the slit axis, it is necessary (1) to adjust the integration time corresponding to each row so that the angle covered by the motion of slit perpendicular to it equals the STIS platescale (i.e. 0.024°) and (2) shift this row to account for the motion of the center of the slit along an axis parallel to it. To do so, the motion of the slit relative to the sky is retrieved from the observational log file (the “jitter” file) and the motion of Jupiter is derived from the ephemeris. For each time step, a calibrated 2D spectrum is built out of the time-tagged event list using the standard CALSTIS pipeline. Then the brightness is integrated over the appropriate spectral window in order to produce a row on the orthonormed image. Once such image is built, we manually localize the X and Y position of IFP main spot. Since each row of the image corresponds to a different time, we compute the SL latitudinal coordinate of the IFP main spot, using the reference oval from Bonfond et al. (2009). Based on this information, it is then possible to infer the X and Y location of the center of Jupiter on the image. Such a location is crucial to build the polar projection map corresponding to each observation, as it allows us to provide a latitude and a longitude for each point on the image, acknowledging that the CML is different for each row since it varies with time. Unlike a true image where each pixel is simultaneously illuminated by the source, images reconstructed by this method should be called “pseudo-images”, as 42 min were necessary to perform the scan of the North pole. Fig. 1 shows maps of the unabsorbed H$_2$ brightness of the aurora in the whole UV bandwidth (700–1700 Å) for the 16 Jan. 2013 observation (obs. #1, Fig. 1a and b) and 24 Jan. 2013 (obs. #2, Fig. 1c and d). These images were obtained by integrating the spectrum corresponding to each spatial pixel in the 1550–1620 Å bandwidth, unaffected by hydrocarbon absorption, and multiplied by 8.1 to extend the result over the whole UV. The latter factor has been determined from a synthetic H$_2$ spectrum as described by Gustin et al. (2004b). All brightnesses mentioned hereafter correspond to unabsorbed emission for the whole UV bandwidth. The two observations display very comparable features, which correspond to the different regions of the

2. Observations and data reduction

This study is based on two STIS observations obtained on 16 Jan. and 24 Jan. 2013, operated in the long slit spectral mode, as part of the GO12883 HST program. The G140L grating was used along with the 52° × 0.5° aperture and the FUV-MAMA detector, providing spatially resolved spectra in the range 1150–1750 Å with ~12 Å spectral resolution. For MAMA first-order modes, only 25° of the slit’s length projects on the detector. The spectral range includes both absorbed and unabsorbed FUV H$_2$ emission, which is ideal to derive color ratios. The HST performed a continuous slew to move the slit projection from above the north limb to the equatorward edge of the aurora. The observations were designed to optimize the angle between the slit and the planetary equator in order to maximize the chances of intercepting the whole aurora during the scan. The two observations have an exposure time of 2528.2 s and were obtained in the time-tag mode, where the position and detection time of every photon is recorded in an event list with a 125 µs precision. In order to correctly identify each auroral feature and compute the χ angle (angle between the local normal and the observer) for each point, we reconstructed orthonormed images corresponding to chosen wavelength ranges based on the time-tagged event list. The orientation of the slit relative to the sky remained constant during each exposure. However, the motion of the center of slit relative to Jupiter involves a translation along a rotating axis as well as a compensation for the motion of Jupiter relative to the sky. In order to recompose orthonormed images with the Y-axis corresponding to the slit axis, it is necessary (1) to adjust the integration time corresponding to each row so that the angle covered by the motion of slit perpendicular to it equals the STIS platescale (i.e. 0.024°) and (2) shift this row to account for the motion of the center of the slit along an axis parallel to it. To do so, the motion of the slit relative to the sky is retrieved from the observational log file (the “jitter” file) and the motion of Jupiter is derived from the ephemeris. For each time step, a calibrated 2D spectrum is built out of the time-tagged event list using the standard CALSTIS pipeline. Then the brightness is integrated over the appropriate spectral window in order to produce a row on the orthonormed image. Once such image is built, we manually localize the X and Y position of IFP main spot. Since each row of the image corresponds to a different time, we compute the SL latitudinal coordinate of the IFP main spot, using the reference oval from Bonfond et al. (2009). Based on this information, it is then possible to infer the X and Y location of the center of Jupiter on the image. Such a location is crucial to build the polar projection map corresponding to each observation, as it allows us to provide a latitude and a longitude for each point on the image, acknowledging that the CML is different for each row since it varies with time. Unlike a true image where each pixel is simultaneously illuminated by the source, images reconstructed by this method should be called “pseudo-images”, as 42 min were necessary to perform the scan of the North pole. Fig. 1 shows maps of the unabsorbed H$_2$ brightness of the aurora in the whole UV (700–1700 Å) for the 16 Jan. 2013 observation (obs. #1, Fig. 1a and b) and 24 Jan. 2013 (obs. #2, Fig. 1c and d). These images were obtained by integrating the spectrum corresponding to each spatial pixel in the 1550–1620 Å bandwidth, unaffected by hydrocarbon absorption, and multiplied by 8.1 to extend the result over the whole UV. The latter factor has been determined from a synthetic H$_2$ spectrum as described by Gustin et al. (2004b). All brightnesses mentioned hereafter correspond to unabsorbed emission for the whole UV bandwidth. The two observations display very comparable features, which correspond to the different regions of the
aurora described in Section 1. These regions were manually selected from the images (red contours in Fig. 1) and are discussed in details throughout the paper. First, a very bright main arc in the morning sector (ME 1), with a distribution of emission in the 50–600 kR range (centered at ~275 kR), evolving to a discontinuity between 150° and 185° SIII longitude, characterized by a very faint emission (mostly around 25 kR and <60 kR). As the morning arc, the main emission in the afternoon sector (ME 2) is also very bright (in the 25–800 kR range centered around 240 kR), but is more spread out. Emissions inside the main oval are also present (FL 1, FL 2), taking the form of diffuse emissions, mostly in the range 30–300 kR. The Io footprint (IFP), clearly visible in both images, is characterized by pixels of brightness between 40 and 300 kR, centered at ~165 kR. The small scale structure (SSS) is present on obs. #1. It is situated within the discontinuity region (thus unaffected by the bright main emission) and exhibits pixels with very scattered brightnesses, between ~20 and ~170 kR. The Ganymede footprint is visible on obs. #2 and also shows a wide range of brightness values, from 40 to 240 kR. It should be stressed that these brightnesses correspond to observed values and are thus influenced by viewing angle effects. Signal from the pixels corresponding to these different regions has been extracted from the images as highlighted in Fig. 1, and are discussed in detail in the following sections.

3. Mean energy of the primary electrons

3.1. Overview of the auroral model

The ratio between the images integrated in the 1550–1620 Å and the 1230–1300 Å ranges directly provides a map of the CR, which in turn can be converted to mean energy \( E \) of the precipitating electrons. The necessary prerequisite to build a map of \( E \) is to set up a model that relates CR to \( E \) and accounts for the emission angle \( \chi \). Indeed, at first order, the thickness of the hydrocarbon layer crossed by the auroral photons varies with \( \cos(\chi) \) and influences the observed CR. The emission angle thus affects the amount of hydrocarbon absorption perceived by the observer, and hence the determination of \( E \).

Another aspect that is usually overlooked in such studies is the potential effect of the width \( D \) of the auroral curtain on the brightness and CR retrieved from the observations. These features are accounted for in our auroral model and thoroughly described in Appendix A.1. In brief, our model uses the atmosphere described in Grodent et al. (2001), which accounts for the higher gravity near the poles, the influence of the electron precipitation on the thermal structure, as well as several observational constraints such as the altitude of the \( \mathrm{H}_2 \) emission peak, the temperature profile deduced from UV and infrared emissions, and UV emission rates deduced from observed images and spectra. To relate \( E \) to CR, we used single Maxwellian distributions with \( E \) from 2 to 1000 keV, representing a wide range of initial energy distributions of the precipitating electrons. An auroral volume emission rate vertical profile (VER: number of auroral photons emitted per second per cm²) is then produced from each Maxwellian distribution with \( E \) in Grodent et al. (2001) model. For each primary electron distribution, two synthetic emergent spectra are then calculated for emission angles \( \chi \) from 0° to 80° and auroral widths of 150 km (representing the IFP, GFP and SSS), 600 km (representing the main emissions) and 1500 km (representing the flare emissions in the polar cap region). A first synthetic spectrum, unaffected by the hydrocarbon attenuation is used to determine the influence of \( E \), \( D \), and \( \chi \) on the intrinsic auroral brightness while a second

Fig. 1. Brightness map of the two STIS datasets examined in this study. (a) Image obtained from the 16 Jan. 2013 observation. Several auroral regions have been selected by eye and are highlighted by red contours (see text for details). A grid of 15°-spaced planetocentric latitudes and longitudes is shown by the white dotted lines and a length of 5000 km is displayed by the white line on the disk. (b) System III polar projection of the same data. The 180° longitude is indicated toward the bottom and 90° to the right. The main emission and Io footprint statistical locations are also overplotted (white solid lines). (c) and (d) Respectively show the brightness map as seen from Earth and the corresponding polar projection, for the 24 Jan. 2013 observation. With the exception of region 7 (small scale structure for the 16 Jan. image and Ganymede footprint for the 24 Jan. image), the other auroral regions are common to the two observations. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
3.2. Important remarks regarding the energy–CR relation

To date, there is no direct observation that strongly constrains:

1. The temperature profile in the polar regions (i.e. the pressure–altitude relationship). The knowledge of the H₂ density profile is crucial, as it provides the penetration depth of the precipitating electrons for a given mean energy. For different temperature profiles, a given pressure level will correspond to different altitudes and thus to different levels of absorption. Consequently, the use of, for example, the Grodent et al. (2001) or the Moses et al. (2005) temperature profile does not yield the same (E)–CR relationship. Also, the temperature profile affects the scale height of the emission and thus the shape of the auroral vertical profile, which influences the portion of the aura affected by hydrocarbons.

2. The altitude of the hydrocarbon homopause, which influences the level of absorption for a given altitude of auroral emission. In particular, the eddy diffusion coefficient Kₐ controls the hydrocarbon mixing strength in the homosphere and thus plays an important role in the relative hydrocarbon absorption of the auroral emission for a given energy distribution of electrons.

3. The energy distribution of the precipitating electrons, which strongly affects the shape and altitude of the VER profile of the auroral emission. For example, a monokinetic beam of 100 keV electrons produces a vertical H₂ emission with CR = 3.9 while a Maxwellian distribution with (E) = 100 keV produces a vertical emission with CR = 3.0. The type of electron energy distributions thus influences the mean energy inferred from a given CR. In the case of kappa distributions, which are controlled by two parameters (the most probable value E₀ and the spectra index k that controls the amplitude of the distribution toward high energies), the (E)–CR relationship is not unique, as two distributions with same (E) may lead to VER of different shape and thus of different color ratios.

As the CR–(E) relationship depends on unconstrained auroral characteristics, it is strongly model-dependent. In this work we chose the auroral atmosphere described by Grodent et al. (2001), which is the most appropriate for auroral studies, and used single Maxwellian distributions to create a (E)–CR relationship. The nominal eddy diffusion coefficient in Grodent et al. (2001) is Kₐ = 1.4 × 10⁶ cm² s⁻¹ at the homopause. Assuming a doubling of the Kₐ coefficient, we estimate the error on the energy determinations as approximately 30% of the nominal value. This value (30%) should be seen as a lower estimate of the total error, as other sources of uncertainty occur. These include errors propagated by data manipulations (such as background subtraction, . . .), or uncertainties on the calibration curves and various cross-section measurements needed in this study.

Constraints on the parameters just described could be provided by (1) solar or stellar occultations (for the temperature profile and pressure–altitude relationship), (2) direct observation of the potential drop in the acceleration region and the electron energy distribution, and (3) direct observation of the altitudinal UV profile from images, from which the electron energy distribution could be inferred. The latter point is important, as VER profiles of the IFP have been observed from ACS images and analyzed by Bonfond et al. (2009). This special case will be discussed in Section 4.3.4. The observations that should be made with the different instruments onboard the Juno spacecraft, from mid-2016 to late 2017 are expected to significantly contribute to these aspects of our understanding of the jovian aurora.

In the following analysis, three different topics have been addressed. First, the auroral model briefly described in the preceding lines is directly applied to the spectral images to provide spatial maps of the electron energy. Several auroral regions have been delimited and results are discussed in Section 4.1. Second, the energy–energy flux relationship for the different auroral regions is examined in order to infer the processes leading to these emissions (Section 4.2). Third, the signal in the pixels forming the different auroral regions has been summed to provide corresponding average spectra. Similarly, new electron energy distributions have been determined for each region. This analysis is provided in Section 4.3.
In order to empirically determine the brightness and mean energy distribution associated with each auroral region, both the vertical brightness and $E_i$ histograms have been fitted with two distributions often used in this field of study. First, a Maxwellian distribution,

$$D = \frac{C}{E_0} e^{-E/E_0},$$

and a kappa distribution

$$D = \frac{C}{E_0} \left( 1 + \frac{E}{E_0} \right)^{-1/k} e^{-E/E_0}.$$

A third distribution, allowing a greater flexibility in terms of shape, has also been used, namely the 'generalized' Maxwellian distribution

$$D = C E^{n/2} E_0^{(n+1)} e^{-E/E_0}.$$

In these equations, $C$ is a constant factor, $E$ is the electron energy (or the brightness), $E_0$ is the most probable value for the Maxwellian and kappa distributions (i.e. the characteristic energy), while the most probable value is $nE_0/2$ for the generalized Maxwellian. Parameter $k$ is the spectral index of the kappa distribution and $n$ is a free parameter of the generalized Maxwellian distribution. This distribution is Maxwellian for $n=1$ and becomes strongly non-Maxwellian for high values of $n$. More details on this distribution may be found in Dzifčáková (1998) and references therein. Fig. 3 shows that the kappa and Maxwellian distributions do not provide good fits to either the brightness or energy histograms of the different regions. Instead, the generalized Maxwellian provides the best agreement with the observed profiles, usually with strong non-Maxwellian characteristics ($n \gg 1$). Interestingly, the brightness and energy distribution of each auroral zone share very similar characteristics for both observations. The $E_0$ and $n$ parameters of the best generalized Maxwellian are provided in Table 1.

As seen in Fig. 3a, b, o and p, the ME 1 region is very bright and characterized by the most energetic primary electrons. The vertical brightness distributions are relatively symmetric, around $\sim 260$ kR. The electron mean energies ($E$) determined from the CR method are mostly between 100 and 700 keV, with several individual pixels at higher or lower values. The average ($E$) value is quite high ($\sim 300$ and $\sim 355$ keV for observation 1 and 2, respectively). It should be noted that mean energies found in the literature are generally determined from spectra obtained from the sum of numerous pixels, which averages the energies so obtained, while the distributions shown here reflect the range of values reached by the individual pixels of the auroral region, which expand the range of inferred values. Fig. 3o and p clearly show that several pixels have ($E$) larger than 400 keV, well above values generally observed. As seen in Fig. 11a, for ($E$) larger than 400 keV, the CR is larger than 20 for a viewing angle of 70°. For a pixel with a total unabsorbed UV brightness of 200 kR and CR = 20, the (1550–1620 Å) unabsorbed intensity is 25 kR, while the absorbed (1230–1300 Å) emission is 20 times less, i.e. 1.25 kR. In other words, pixels associated with very high electron energy undergo a very low S/N in the absorbed spectral bandwidth, which induces a very high uncertainty on the energies inferred for high energy pixels of the distributions. As a result of this large uncertainty, pixels with ($E$) larger than 400 keV should be considered with caution. A way to overcome this problem is to bin the pixels in groups or sum all the pixels of a given region, to increase the S/N ratio, as proposed in Sections 4.2.1 and 4.3.1. The mean energy map (Fig. 2) and distributions (Fig. 3) presented here should then be seen as first order estimations.

The bright winding afternoon main emission (ME 2 “kink” region) shows a very asymmetrical vertical brightness distribution,
Fig. 3. (a–n) Histogram of the vertical brightness due to the individual pixels forming the different auroral zones defined in Fig. 1. Since the conversion to vertical brightness uses emission profiles resulting from Maxwellian electron distributions that are not appropriate for the IFP, the observed brightness is provided for the IFP. The distributions (black) are fitted with a Maxwellian (dashed blue), kappa (green), and generalized Maxwellian (orange) functions. (o–v) Same as (a–n) for the mean energy. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
with an average value around 160 kR, reaching values above 400 kR for several pixels. Although the mean energies are large (~130 keV), \( E \) in ME 2 are roughly 2.5 times lower than ME 1 values. The distributions are still best fitted by the generalized Maxwellian function.

The vertical brightness distributions from the four polar cap emissions selected in region 3 and 4 (FL 1 and FL 2) are very comparable in shape and value, with peaks between 40 and 70 kR. The mean energies are significantly lower than in the main emission, with average values between ~65 and ~100 keV. Again, the departure from a Maxwellian distribution is clear. The \( E \) distributions are relatively narrow with FWHM ~80 keV, and with virtually no electrons with energies > 200 keV.

As expected, the discontinuity region exhibits very weak emission, with an average at ~30 kR. The three tested distributions provide a reasonable fit to the brightness histogram, again with a best model provided by the generalized Maxwellian. In terms of mean energies, a substantial number of individual pixels (~40%) have a total UV intensity lower than 25 kR (thus low S/N), which does not allow a safe determination of \( E \). We thus estimate that the energy distributions from individual pixels in the discontinuity region are not trustworthy and are disregarded from this analysis.

A precise determination of \( E \) will be discussed in the next section, based on the spectra obtained from the summed pixels of this region.

The number of pixels belonging to the Io footprint is relatively small (198 for observation #1 and 138 for observation #2), which makes it difficult to derive statistically significant distributions. In addition, the CR method is probably not appropriate to determine \( E \) for each pixel, because (1) the CR from our data is always close to the unabsorbed value, which makes \( E \) more sensitive to S/N ratio, and (2) the Maxwellian distributions used in the CR method
Fig. 3 (continued)
to link (E) to CR are probably not appropriate in the IFP case. Indeed, from several IFP emission profiles determined from ACS images, Bonfond et al. (2009) determined an average VER consistent with precipitating electrons in a kappa distribution instead of a Maxwellian, which modifies the CR–E relationship (see Section 3.2). This point will be discussed in more details in the spectral analysis (Section 4.3.4). Consequently, the distribution of the pixels per energy bin cannot be determined for the IFP. Our sample shows observed brightnesses from 15 to 420 kR. Due to the effect of viewing angle and auroral width (assumed to be 150 km for footprints in the model), these observed values should be converted to vertical values. Again, this conversion is not possible because of the unknown VER profile of each individual pixel. We thus decided to show in Fig. 3 the observed IFP brightness distribution instead of the vertical value. Because of the very narrow range of viewing angles associated with the IFP spot, the shape of the vertical and observed brightness distributions are virtually identical. The only difference is the absolute value of the brightness, which thus shifts the whole brightness distribution accordingly. The best Maxwellian electron distribution used by Bonfond et al. (2009) to fit the average IFP VER profile has a mean energy of 2 keV. Although this Maxwellian distribution does not provide the best fit the IFP VER profile, it allows us to estimate the observed-to-vertical conversion factor from our model. With such energy and a viewing angle of 80°, the observed brightness must be multiplied by 7 to represent the vertical value, which is consistent with vertical conversion factors determined by Bonfond et al. (2013) from 3D simulations. This quite big conversion factor is explained by the very limited extent of the intrinsic IFP auroral emission, which thus needs to be very close to those of the SSS. The low number of pixels defining the GFP makes it difficult to infer a mean energy from the distribution, but the average value is around 120 keV.

4.2. Mean electron energy–energy flux relationship

4.2.1. Determination of the data points

After the first-order overview based on the STIS maps (Figs. 1 and 2) and individual pixel brightness and energy distributions (Fig. 3), a more accurate examination of each region’s characteristics is given in this section. As already mentioned, (E) may be loosely determined when the individual pixels exhibit a low count rate (hence low S/N), which consequently increases the uncertainty of the (E) retrievals. To improve the accuracy of the mean energy and energy flux values (and thus avoid large scatter of the data points in a mean electron energy–energy flux diagram), we sorted the pixels belonging to each zone from lowest to highest brightness, and binned them by groups of eight pixels. We thus implicitly assume that there is an unequivocal relationship between the energy flux and the mean energy. A higher S/N spectrum is derived from each new point, from which a new CR hence (E) is determined using the CR method described in the previous section. The energy flux is determined for each new point following the relationship illustrated in Fig. 12d, where the brightness–energy flux conversion is energy-dependent. This method is much better than a simple smoothing or binning of the original data points, as it removes potential unreliable values from original emission and flare regions), the brightness distributions, spread over the 30–400 kR range, do not reveal a clear shape. We assumed an auroral curtain of width 150 km to convert observed to vertical brightnesses, which corresponds to a factor of ~2 for (E) = 200 keV. As for the IFP, the low number of pixels considered does not allow us to present a reliable distribution of mean energies. Still, a first order examination of the mean energy distributions shows that the average (E) is surprisingly large, at ~260 keV. Again, a more precise examination of SSS characteristics, based on the spectra obtained from the sum of all SSS pixels is discussed in Section 4.3.5. Characteristics of the GFP emission (region 7 in Fig. 1c and d) are very close to those of the SSS. The low number of pixels defining the GFP makes it difficult to infer a mean energy from the distribution, but the average value is around 120 keV.
low S/N pixels. As expected, the mean energy–energy flux diagrams derived from the binned data points conserve the trend obtained from the original pixels, but with much less dispersion. Very high localized mean energies seen in some distributions in the previous section (for example, $E$ above 400 keV for ME 1 in Fig. 3a) disappear in the newly binned energy data points.

The main remaining source of uncertainty in the mean electron energy determination with the CR method stems from the hydrocarbon density profiles, not constrained by observations in the polar regions. As described by Gustin et al. (2004a), we determined the uncertainty in $\langle E \rangle$ by considering the effect of doubling the eddy diffusion coefficient $K_e$, which increases the homopause altitude. This coefficient is $1.4 \times 10^6$ cm$^2$ s$^{-1}$ in the nominal atmospheric model used. This variation of the homopause altitude has a non-linear effect on the CR and is thus energy dependent, which implies a $\sim 12\%$ to $30\%$ uncertainty in $\langle E \rangle$. The uncertainty on the energy flux comes from the S/N ratio (error between $\sim 5\%$ and $\sim 25\%$) and the systematic uncertainty due to the kR–mW–m$^{-2}$ conversion factor, which is model dependent. At 100 keV, the latter factor may vary from 8.4 to 10.6 kR per injected mW m$^{-2}$ depending on the atmospheric model and method chosen, which represents a constant $22\%$ uncertainty. The error in the energy flux thus varies from $\sim 23\%$ to $\sim 33\%$.

4.2.2. Theory

The relationship between the energy fluxes and precipitation energies inferred from the data can be compared to theoretical predictions for static auroral acceleration. Based on Knight’s (1973) kinetic theory of field-aligned currents, Lundin and Sandahl (1978) first derived the relationship between the incident energy flux at the atmosphere and the energy of electrons precipitating through a steady-state, monotonic field-aligned potential drop. The location and extent of the field-aligned potential was specified by the mirror ratio, $R_x = B_0/B_e$, between the top of the acceleration region, denoted by the subscript $x$, and the atmosphere, denoted by the subscript $i$. An isotropic, Maxwellian distribution of electrons was assumed at the top of the acceleration region. The precipitating electron energy flux is then described by

$$E_{fi} = n_e \left(\frac{W_x}{2\pi m_e}\right)^{1/2} \left[\left(R_x/2W_x + e\Phi_i\right) - (R_x/e\Phi_i) + 2/(R_x - 1)W_x\exp\left(-\frac{e\Phi_i}{W_x(R_x - 1)}\right)\right]. \quad (4)$$

where $W_x$ is the electron temperature (in energy units) at the top of the acceleration region, $\Phi_i$ is the magnitude of the potential drop, $m_e$ is the mass of the electron, $n_e$ is the electron density at the top of the acceleration region, and $e$ is the fundamental charge of the electron. Lundin and Sandahl (1978) also showed that in the limit where $e\Phi_i \gg W_x$ and $B_i \gg B_x$, the relationship can be simplified to

$$E_{fi} = n_e \sqrt{\frac{1}{2\pi m_e}W_x^{1/2}(e\Phi_i)^2}. \quad (5)$$

Physically, this limit describes an accelerating potential in which the energy gained by the electron is far greater than its initial energy, and the extent of the potential drop is such that an infinite reservoir of electrons can be assumed at the top of the acceleration region.

Jupiter’s main auroral emission is, to first order, a steady-state phenomenon that is driven by the outward transport of logenic plasma within the magnetosphere and fixed in the frame rotating with the planet. Therefore, the steady-state relationship between the energy flux and field-aligned potential strength described by Eq. (4) is applicable and, when combined with the mean energy and energy flux of the precipitating electrons inferred from STIS observations, can offer insight into the properties of the auroral acceleration region and the source population of the precipitating electrons. The location of the acceleration region, and hence whether or not Eq. (5) is applicable for the jovian system has not yet been determined. This has been discussed in detail (e.g. Cowley and Bunce, 2003; Su et al., 2003; Nichols and Cowley, 2005; Ray et al., 2009, 2010) and will be explored further in a companion paper (Ray et al., in preparation).

The Lundin and Sandahl (1978) analysis was for the terrestrial system, where the precipitating electron energies are on the order of 10s of keV. At Jupiter, the inferred precipitating energies are much larger, sometimes reaching 500 keV. At these magnitudes, the precipitating electrons are relativistic. Cowley (2006) derived current–voltage and energy flux relations for an isotropic Maxwellian distribution of electrons accelerated by field-aligned potentials to relativistic speeds. The kinetic energy flux deposited in the planetary atmosphere by relativistic electrons can exceed that estimated by the non-relativistic relation by a factor of 2 (for $e\Phi_i/kW_x = 20$, $W_x = 25$ keV) to 5 (for $e\Phi_i/kW_x = 200$, $W_x = 25$ keV). Therefore, the estimates of the precipitating electron density into the atmosphere will also be modified for a given electron energy flux and precipitating electron energy.

4.2.3. Analysis

Fig. 4a shows the energy flux–precipitation energy relationships from the main emission and flare regions of the two STIS observations. What is evident is that the range of energy fluxes and mean energies for the flare (black and orange crosses) and main emission (green stars) regions are coincident, while the mean energies estimated for the main emission 1 regions (light blue stars) are a factor of 2–3 larger. First, we use Eq. (5) to estimate the density of the ‘source’ magnetospheric electron population, as in Gustin et al. (2004a). Fig. 4b–g shows the individual ME 1 and 2 auroral regions, with the dashed and dashed-dot lines corresponding to the energy flux–mean energy curves for $W_x = 2.5$ keV and densities of $n_e = 1000$ m$^{-3}$ and $n_e = 10,000$ m$^{-3}$, respectively. The latter values correspond to the hot electron density range measured near the current sheet by Voyager 1 and 2 (Scudder et al., 1981).

We first estimate the density of the electrons in the middle magnetosphere plasma sheet by determining the best fit to the data using Eq. (5) and $W_x = 2.5$ keV (red and green lines in Fig. 4). The inferred precipitating electron densities for the ME 2 region are $\sim 2400$ m$^{-3}$, consistent with Voyager values. The density estimates from the narrow ME 1 emission are a factor of 3 lower ($\sim 800$ m$^{-3}$). However, these emissions map to the dawn or possibly midnight sector of the magnetosphere, which Voyager did not sample. For ME 1, the relativistic energy flux–mean energy relationship has also been tested, as the electron’s acceleration is a significant fraction of the electron rest energy for this region (panel 4 and e). Compared to the non-relativistic case, electron densities are $\sim 45\%$ lower, with values of 619 and 521 m$^{-3}$. These values correspond well with densities obtained from the study of a remarkably bright auroral morning arc observed by STIS on 21 September 1999, which also exhibit very high electron energies (Gustin et al., 2006). It should be noted that the 2.5 keV electron temperature we use is the center energy of the narrow 2–3 keV range quoted by Scudder et al. (1981). Globally, an equivalent Knight curve is obtained from an increase (decrease) of 0.5 keV of the electron temperature associated with an increase (decrease) of the electron density by $\sim 10\%$.

Unlike the relatively well-understood main aurora emission, it is less clear what acceleration processes drive the variable flare emissions, which map to the outer magnetosphere, or possibly to the boundary region or beyond. Therefore, the energy–energy flux relationship of the flare regions shown in Fig. 4a are not further
Fig. 4. (a) Energy–energy flux relationship for the main emissions (light blue and green stars) and flare emissions (black and yellow crosses) of the two STIS observations, along with data points obtained by Gustin et al. (2004a) (dark blue stars and red diamonds). (b) and (c) STIS points from ME1 with the classic Knight relation. Curves are shown for best fits (red) and electron source density $n = 1000 \text{ m}^{-3}$ (dashed) and $n = 10,000 \text{ m}^{-3}$ (dot-dashed), with electron source temperature fixed to $2.5 \text{ keV}$. (d) and (e) Same as (b) and (c) with the relativistic Knight relation. (f) and (g) STIS points for ME2 with the classic Knight relation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
discussed in the present paper but will be examined in Ray et al., in preparation.

4.3. Spectral analysis

4.3.1. Mean energy from average spectra

In order to maximize the S/N of the spectral information at each auroral region defined in Fig. 1, an average spectrum has been constructed for each region by summing the spectra associated with the spatial pixels defining each auroral region. Since each spectrum may correspond to a region that covers substantial latitude and longitude ranges, an average viewing angle has been determined in each case. In contrast to the average background used for the \( E \) map production shown in Fig. 2, a specific background, chosen close to the auroral region considered, has been used and subtracted to each spectrum. The mean energy of the extracted spectra, determined from the CR method, and the unabsorbed UV brightness in the 700–1700 Å range are summarized in Table 1. For a given region, values from the average spectrum and the distributions described in Section 4.1 are slightly different. This is explained by several factors, such as the different background subtraction, the average viewing angle associated with each spectrum, the lower S/N ratio of the individual pixels used to determine the mean energy of each pixel, etc.

4.3.2. Can the energy distribution be inferred from spectral analysis?

As mentioned before, since no observation provides sufficient constraints on the energy distribution of the precipitating electrons and on the auroral VER profiles, the \( (E) - CR \) relationship is not unequivocal: different electron energy distributions with the same \( (E) \) will produce emergent spectra with different color ratios. Our CR method includes the contributions of CH\(_4\), C\(_2\)H\(_2\) and C\(_2\)H\(_6\) to the sum of the \( E/f \) and mean energy \( h \) of each pixel, etc.

4.3.3. Electron energy distribution deduced from observations

We thus adopted another strategy in order to estimate the primary electron energy distributions from the observations. As described in Section 4.2.1, the energy flux \( E/f \) and mean energy \( h \) have been determined from the brightness and CR of each binned pixel of several auroral regions of the STIS observations. Panel a of Fig. 4 clearly demonstrates that the \( E/f \) and \( h \) are (1) very similar for a given auroral region and (2) very different for different auroral regions. This characteristic can be used as a constraint to empirically determine the energy distribution of the primary electrons of each auroral region. Assuming that the emission at each binned pixel \( i \) of a given region is due to electrons in a Maxwellian distribution, whose constrained electron distribution can be well fitted by a Maxwellian distribution, kappa distributions with a spectral index \( \alpha \) and \( \beta \) can be used as an estimate of the energy distribution of the electrons responsible for the auroral emission. This method thus provides a fair estimate of the energy of the electrons derived from the hypotheses made to define it.

4.3.3. Electron energy distribution deduced from observations

We use synthetic spectra produced by the method described in Appendix A.1 to fit the observed spectra. At \( \sim 12 \) Å spectral resolution, the specific signature of each hydrocarbon can be easily identified. We used Chapman profiles to simulate the VER, using the parameters described by Eq. (10) in Appendix A.2 as free parameters. The unabsorbed H\(_2\) spectrum generated at each altitude bin of the synthetic VER profile is absorbed by the underlying hydrocarbon layer, and a total emergent (absorbed) spectrum is calculated using the atmospheric model described in Section 3.1 and Appendix A.1, taking into account the finite width of the auroral curtain and the mean viewing angle of the auroral region considered. The synthetic emergent spectrum is compared to the observed spectrum and the VER parameters varied until the difference between the two spectra reaches a minimum chi-square. This method thus presumes that a unique VER profile provides a spectral fit that is significantly better than any other synthetic VER profiles. This method has been tested on the spectra of all auroral regions and is shown here for the STIS ME 1 spectrum of obs. #1, which is strongly attenuated by hydrocarbons (CR = 13.6). This attenuation implies that the auroral emission reaches altitudes where C\(_2\)H\(_2\) and C\(_2\)H\(_6\) number densities are important enough to induce clear signatures of absorption, hence stronger constraints on the fitting procedure. Results from this spectral analysis demonstrate that several synthetic VERs provide synthetic spectra that satisfactorily fit the ME 1 spectrum, which makes it impossible to unequivocally determine electron characteristics from spectral analysis. Fig. 5 shows two simulations (plain red and green curves) where the synthetic VERs, although quite different, lead to very similar fits to ME 1 spectrum. As seen in Fig. 5a, the VER profile from fit 1 (red) is more intense, peaks at lower altitude, and has a smaller FWHM than VER from fit 2 (green). The corresponding emergent spectra (red and green curves in Fig. 5b and c), are difficult to distinguish from the data and do not allow one to select a preferred model. The light blue dashed curve in Fig. 5b and c shows the unabsorbed emergent spectrum and gives an idea of the hydrocarbon attenuation. It should be noted that a one-layer model (an emitted layer overlaid by an absorbing layer) was tested too and never provided a satisfactory fit to the data, thus supporting a more complex approach such as the one described here. We used Fig. 12a to determine \( (E) \) from the peak altitude of the synthetic VER. The best VER \( 1 \) peaks at 165 km, which corresponds to 375 keV. By contrast, VER \( 2 \) peaks at 195 km and corresponds to \( (E) = 188 \) keV. These two energies thus lie either side of the 278 keV value obtained from the CR method. This example demonstrates that the \( (E) \) value and thus the electron distribution cannot be determined from a spectral analysis without additional constraints. The CR method thus provides a fair estimate of the energy of the electrons responsible for the auroral emission, under the limits provided by the hypotheses made to define it.
Fig. 5. (a) For a given atmosphere, the VER must be strongly constrained to provide information on the primary electron distribution. The two parameter-free VERs (green and red lines) have a very different shape and peak altitudes, and are associated with very different mean electron energies. The blue dashed line shows the VER derived from the constrained electron distribution plotted in Fig. 6a. (b) All VERs pictured in (a) provide an equivalent fit to the spectrum ME 1 obs. #1. This auroral region is characterized by the most energetic primary electrons, as demonstrated by the huge hydrocarbons absorption when compared to the unabsorbed modeled spectrum (dashed light blue). (c) Same as (b), with a log scale on the vertical axis. (d) Optical depth due to the main hydrocarbons. For very absorbed spectra, absorption by C_2H_2 and C_2H_6 clearly influence the spectral shape, especially in the 1420–1470 Å (C_2H_6) and 1470–1530 Å (C_2H_6) bandwidths and thus cannot be neglected. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 6. Energy distribution of the precipitating electrons determined from the brightness and mean energy of the pixels that define each auroral zone. In order to provide analytical formulation, these distributions have been fitted with Maxwellian (dashed blue), kappa (green) and generalized Maxwellian (orange) functions. In general, the generalized Maxwellian provides the best fit to the observed distributions (see text for details). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
compared to the Maxwellians. Overall, the generalized Maxwellian functions provide the best fit in each case. The main characteristics of these distributions are provided in Table 2. As expected, the mean energy of the distributions is close to the mean energy determined from the spectra with the CR method shown in Table 1. The VER associated with the constrained distribution corresponding to region ME 1 obs. #1 (shown in dashed dark blue in Fig. 5a) has been used to generate an emergent synthetic H₂ spectrum. This modeled spectrum compares very well to the observed spectrum. In particular, all the spectral features influenced by the CH₄, C₂H₂ and C₂H₆ absorptions are nicely reproduced by the model, which validates the method performed to derive these constrained primary electron distributions and shows that the CH₄, C₂H₂ and C₂H₆ density profiles adopted in our model are appropriate to describe the auroral atmosphere.

4.3.4. The Io footprint: a special case

In contrast to the main oval and polar cap emissions, a determination of \( E \) from hydrocarbon absorption is difficult for the IFP because of its weak hydrocarbon attenuation. In theory, at a viewing angle of 70°, the CR is 1.2 for \( E = 20 \) keV and 1.5 for \( E = 30 \) keV. A 50% increase of the mean energy thus only changes the CR by 0.3. This small CR increase is below the limit of accuracy reached by the spectra associated with individual IFP pixels. Deriving an average electron energy distribution is thus not possible from our data. However, several results can be addressed from the analysis of the IFP spectra obtained from the sum of all the IFP pixels.

1. Based on the CR method, the CR of the average spectra suggest an electron mean energy of ~20 keV for both IFP observations. Fig. 7a shows an emission profile (VER 1, orange line) determined from a Chapman profile with free parameters that fits well the IFP spectrum of the 16 Jan. 2013 STIS observation (quasi-identical to the 24 Jan. observation). Its characteristics correspond well to VERS obtained from a Maxwellian electron distribution. It has a narrow shape (FWHM = 125 km), peaks at 330 km and has a CR of 1.24, compared to 1.28 for the observation. As seen in Fig. 12a, this altitude peak corresponds to a mean energy of 17 keV, in agreement with the CR method, accounting for the uncertainties.

2. Apart from the hydrocarbon absorption of the spectra, several other parameters of the IFP emission are constrained by observations. First, vertical emission profiles of the IFP have been determined from ACS images by Bonfond et al. (2009). These authors selected 38 observed VERS from the IFP where the auroral curtain is quasi perpendicular to the observer in order to generate a ‘typical’ emission profile with good S/N ratio. This emission is characterized by a profile peaking at ~900 km and a FWHM of ~1200 km, much larger than the values attained by VER profiles due to Maxwellian distributions (the maximum FWHM of the VER is ~440 km, obtained from a 2 keV Maxwellian electron distribution, as seen in Fig. 12c). Indeed, this ACS emission was best fitted with a modeled VER profile resulting from a kappa distribution of primary electrons with a spectral index \( k = 2.3 \), \( E_0 = 70 \) eV and \( \langle E \rangle = 1.1 \) keV. The VER profile best fitting the ACS observations is plotted in blue in Fig. 7a and is used to constrain the shape of the VER used in our model. Second, examination of the full ACS database reveals that the peak altitude of the IFP emission may be quite variable, with values from ~550 to ~1300 km, which constrains the range of altitudes allowed for the modeled emission peak. A third constraint arises from the minimum altitude reached by the precipitating electrons. With a Maxwellian distribution of 500 keV electrons, the corresponding VER peaks at 160 km and does not show substantial emission below 135 km (Fig. 12a). For mono-energetic electrons of 500 keV, the electrons are stopped by a total H₂ column of 2.3 × 10²² cm⁻², which corresponds to an altitude of 148 km in the atmospheric model used here. These two cases thus agree to conclude that no significant auroral emission can be produced at altitudes below ~135 km, whatever the primary electron distribution used. The shape of the synthetic VER must then be adapted in order to eliminate all emission below ~135 km. From these constraints, we built a synthetic VER from a Chapman profile, whose shape corresponds to the modeled VER determined by Bonfond et al. (2009) that is allowed to peak in the 500–1300 km range. The modeled emission profile is forced to decrease at low altitude in order to eliminate all emissions below 135 km. The peak altitude and maximum value of the VER profile are the only free parameters of the model from which synthetic spectra are produced until a synthetic spectrum best fitting the IFP spectrum is obtained. A best emission profile, VER 2, that provides a good fit to the spectrum is shown in green in Fig. 7a. The shape of this VER is significantly thinner than the Bonfond et al. (2009) observations because of the limited emission allowed to emerge at low altitudes, as just explained. The maximum emission arises at an altitude ~300 km, significantly lower than the minimum peak altitude of ~550 km observed by Bonfond et al. (2009). The peak altitude and shape of VER 2 thus make this solution very unlikely, as they do not meet the constraints provided by the observed emission profiles.

3. Tests reveal that the only way to derive an absorbed spectrum associated with a “thick” VER peaking at an altitude higher than 550 km is to change the altitude of the homopause level relative to the auroral emission and thus allowing an upwelling/vertical transport of the hydrocarbon layer. In addition to the peak altitude and maximum value of the synthetic VER emission, we thus added a third free parameter in the analysis, i.e. an upward shift of the hydrocarbon density profiles in our atmospheric model. Several fits with different shifts of the hydrocarbon homopause provided comparably good fits to the observed IFP spectrum as shown in Fig. 7c (stars). It is seen that the peak

<table>
<thead>
<tr>
<th>Mean energy (keV)</th>
<th>Energy flux (mW/m²)</th>
<th>Constant factor C</th>
<th>( E_0 )</th>
<th>Parameter ( n )</th>
<th>Spectral index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main emission 1 obs. #1</td>
<td>256</td>
<td>30.7</td>
<td>( 7.69 \times 10^{11} )</td>
<td>132.4</td>
<td>1.87</td>
</tr>
<tr>
<td>Main emission 1 obs. #2</td>
<td>275</td>
<td>30.9</td>
<td>( 7.31 \times 10^{11} )</td>
<td>146.2</td>
<td>1.80</td>
</tr>
<tr>
<td>Main emission 2 obs. #1</td>
<td>106</td>
<td>13.9</td>
<td>( 9.06 \times 10^{11} )</td>
<td>71.3</td>
<td>0.79</td>
</tr>
<tr>
<td>Main emission 2 obs. #2</td>
<td>112</td>
<td>16.0</td>
<td>( 9.38 \times 10^{11} )</td>
<td>58.5</td>
<td>1.57</td>
</tr>
<tr>
<td>Flare 1 obs. #1</td>
<td>51</td>
<td>3.8</td>
<td>( 5.13 \times 10^{11} )</td>
<td>29.7</td>
<td>1.21</td>
</tr>
<tr>
<td>Flare 1 obs. #2</td>
<td>83</td>
<td>7.6</td>
<td>( 6.38 \times 10^{11} )</td>
<td>50.8</td>
<td>1.09</td>
</tr>
<tr>
<td>Flare 2 obs. #1</td>
<td>71</td>
<td>4.5</td>
<td>( 4.50 \times 10^{11} )</td>
<td>51.1</td>
<td>0.78</td>
</tr>
<tr>
<td>Flare 2 obs. #2</td>
<td>78</td>
<td>6.4</td>
<td>( 5.38 \times 10^{11} )</td>
<td>42.0</td>
<td>1.64</td>
</tr>
</tbody>
</table>
Fig. 7. (a) Several VER profiles provide a good fit to the IFP spectra. The synthetic VER 1 (orange) corresponds to a thin-Maxwellian-type profile of C24 observational constrains (‘thick’ VER with altitude peak >550 km and CR method. The VER 2 (green) has a thicker FWHM, consistent with ACS observations (blue), but peaks at lower altitude than the emission observed by ACS. To reconcile the references to color in this figure legend, the reader is referred to the web version of this article.)

(b) All VER profiles seen in (a) provide equivalent synthetic spectra (red), slightly attenuated by hydrocarbons compared to the unabsorbed model (dashed light blue). (c) Hydrocarbon upwelling is necessary to meet all the observed constraints related to the IFP emission. Several VERs peaking at different altitudes provide equivalent constraints. (d) Relationship between the upwelling and the turbulent diffusion coefficient Kh. The very high values reached by Kh needed to meet observational constraint suggest combination with other vertical flow processes. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. To obtain an IFP emission peaking at a ‘standard’ altitude of ~900 km that generates an absorbed emission, an homopause upward shift of 280 km is necessary. Based on the extrapolation shown in Fig. 7d, this corresponds to an increase of Kh to 2 x 10^{11} cm² s⁻¹, i.e. five orders of magnitude above the nominal value in the Grodent et al. (2001) model, which seems very unlikely. However, an increase of turbulent diffusion is not the only way to change the hydrocarbon vertical distribution. Vertical wind transport generated by the auroral precipitation may carry hydrocarbon molecules to altitudes higher than the expected homopause level, thus affecting the absorption of the emergent emission (see discussion in Bonfond et al. (2009)). It should also be noted that the 23 spectral observations of the IFP obtained so far (see Dols et al. (2000) and Gérard et al. (2002, 2014) and the present work) all exhibit hydrocarbon absorption but may all correspond to the lower range of altitudes obtained by Bonfond et al. (2009). Since the ACS images examined by Bonfond et al. (2009) do not provide information on the hydrocarbon absorption, such hypothesis cannot be excluded.
5. It is quite obvious that the emission profiles presented in Fig. 7a cannot result from Maxwellian electron distributions. Except for the first case discussed (VER 1 compatible with a Maxwellian distribution, orange curve in Fig. 7a), the other emission profiles show a much larger scale height. Thanks to the two free parameters of the kappa distribution, both the shape and altitude of the emission profile can be adjusted by varying $E_0$ and the spectral index $k$. Since several (VER profile, homopause shift) configurations simulate well the IFP emission in the framework of the broad constraints just discussed, the electron characteristics determined by Bonfond et al. (2009) cannot be updated here. Still, as a rule of thumb, one can consider that an increase of $E_0$ with constant $k$ in the electron energy distribution will favor emission at lower altitude stemming from a shift of the electron energy toward larger values, and thus shift the whole emission profile toward lower altitudes. Keeping $E_0$ constant and decreasing $k$ (i.e. increasing the contribution of high energy electrons in the ‘tail’ of the distribution) drastically changes the shape of the distribution. The low energy electrons conserved by keeping the value of $E_0$ constant will keep producing significant emission at high altitudes, while the energetic electrons in the tail of the distribution will increase emissions at low altitude and provide a profile with a shape like VER 2 in Fig. 7a.

---

**Fig. 8.** (a) Synthetic VER profile leading to a good fit of the spectrum related to the Ganymede footprint seen on the 24 Jan. 2013 STIS observation. This VER is compatible with Maxwellian energy distribution of primary electrons. (b) Observed GFP spectrum (black line), along with the unabsorbed synthetic spectrum (dashed blue) and absorbed spectrum (red) associated to the VER profile shown in (a). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In summary:

(1) With the hydrocarbon distribution in the nominal atmospheric model of Grodent et al. (2001), no emission profile can provide at the same time an absorbed emergent spectrum (as constrained by STIS spectra) and VER characteristics consistent with the ACS constraints.

(2) The only way to reconcile the constraints of absorption and the observed profiles is to significantly shift upward the altitude of the homopause level, by at least 100 km.

(3) The CR method used so far to determine \( E \) is not appropriate for the IFP emission, because (1) the FWHM of the VER profiles obtained from monokinetic or Maxwellian electron distribution is not consistent with the much 'thicker' observed profiles of the IFP emission, and (2) the altitude of the emission peak obtained from the CR method are significantly lower than the range of values deduced from ACS observations. Consequently, \( E \) determined by the CR method (40–70 keV in Gérard et al. (2002) and up to 100 keV in Gérard et al. (2014)) are probably overestimated by, at least, an order of magnitude.

(4) Simulations have been performed to determine the \( (E) - CR \) relationship with the procedure and atmosphere described in Appendix A.1, assuming a 100 km upward shift of the homopause level. With such a modified atmosphere, mean energies are, roughly, lowered by a factor of 3 for a given CR.

(5) Processes that could lead to such an important upward shift of the hydrocarbon layer with respect to the auroral emission are not well understood. Contrary to the main emission, which is the result of precipitating electrons accelerated by a quasi-static potential, acceleration of electrons by Alfvén waves are involved in the IFP emission (Bonfond et al., 2008; Hess et al., 2010). This difference could be a clue implying that this uplift of the hydrocarbon layer applies to the IFP region only. In terms of the characteristic of the precipitating electrons, the main difference between the Io and main oval or flare emissions is the current density. The energy input is very similar in both cases, but the mean energy of the electrons lies in the range 50–270 keV for the polar emissions and around 1 keV for the IFP emission. This difference directly induces a current density that is \( \sim 20 \) to \( \sim 250 \) times higher in the case of the IFP. For example, an energy input of 10 mW m\(^{-2}\) leads to a current density of 0.1 \( \mu A \) m\(^{-2}\) for a beam of 100 keV electrons and 10 \( \mu A \) m\(^{-2}\) for a beam of 1 keV electrons.

4.3.5. Small scale structure and Ganymede footprint

As for the discontinuity and IFP, a distribution of primary electrons based on the data (Section 4.3.3) has not been calculated for the small scale structure emission seen in the Jan. 16 STIS observation and the Ganymede footprint seen in the Jan. 24 observation, because of the low number of pixels involved and thus low statistics. Interestingly, the extracted spectra show very important hydrocarbon attenuation for both emissions, with a CR of 11 and 6.7 for the SSS and the GFP, respectively. By using the CR method, these values correspond to \( (E) \) of 232 and 157 keV, respectively. Since the primary electron distribution and the shape of the emission profile are unknown for these emissions, the spectral analysis is identical in both cases. We present in Fig. 8 the analysis of the GFP emission, first tested with a 'thin' emission profile to fit the observed spectrum. A best fit of the GFP spectrum associated with a thin Maxwellian-type VER profile is presented in Fig. 8a and b. The emission peaks at 200 km, which corresponds to energies of 140 keV, relatively close to the 157 keV value obtained from the CR method. The difference is explained by the fact that our regression method tries to minimize differences between the modeled and observed spectrum over the full 1250–1700 Å spectral region and not only the bandwidths associated with the CR. Several spectral features of the GFP spectrum are not well defined because of the low S/N, due to the low number of pixels used to define this region. Still, comparison with an unabsorbed \( H_2 \) spectrum (dashed blue line in Fig. 8b) clearly demonstrates that the GFP emission is strongly affected by hydrocarbon absorption.

We also tested 'thick' synthetic emission profiles to fit the GFP spectrum, with a method similar to the one used for the IFP in the previous paragraph. It is found that 'thick' emission profiles could not be sufficiently absorbed to provide the observed high CR. If the VER is peaking at altitudes higher than 400 km, the attenuation is too weak to provide high CR, and if the peak is situated at lower altitudes, the shape of the original thick VER changes (decrease of the FWHM) as the emission below 135 km is strongly dampened in our procedure, in order to account for the altitude limit reached by electrons whatever their energy. Since the vertical thickness of the emission decreases as the emission moves to lower altitude, the shape of the VER becomes similar to the 'thin-Maxwellian type VER', as used in the CR method.

4.4. Alternative interpretation of UV emission: ion precipitation

Strong X-ray emissions have been observed over the past 20 years from the polar caps of Jupiter (e.g. Branduardi-Raymont et al., 2008; Ozak et al. 2013 and references therein), with a power on the order of 1 GW for each hemisphere (Elsner et al., 2005). This emission is thought to result from precipitation of oxygen and sulfur ions of several MeV. A model describing the ion precipitation process has been developed by Ozak et al. (2010, 2013). Outputs from this model include secondary electron production rates, field-aligned currents, and auroral emission rates in the UV bandwidth resulting from secondary electrons produced by ion precipitation. Interestingly, this model predicts an unabsorbed emission of 60–80 kR in the north and 10–20 kR in the south in the Lyman and Werner bands of \( H_2 \), assuming a total X-ray emitted power of 1 GW. This corresponds to a 'UV efficiency' of \( \sim 3 \) kR per incident mW m\(^{-2}\) from ion precipitation, i.e. on average a third of the electron precipitation efficiency. These authors tested precipitation of ions with energies 1, 1.5 and 2 MeV/u, the latter considered as an upper limit of plausible values. The vertical emergent UV brightness of 60–80 kR produced by ion precipitation in the northern polar cap corresponds well to the vertical brightnesses obtained from the FL 1 and FL 2 STIS north observations studied here (mean vertical value from 48 to 88 kR, Table 1). In addition to the emergent brightness, the UV vertical profiles resulting from ion precipitation can be used in our model to derive the CR associated with ion precipitation, which can be compared with the STIS observations.

The jovian atmosphere adopted by Ozak et al. (2013), first introduced by Maurellis and Cravens (2001), is based on Galileo probe data (Seiff et al., 1996) and remote observations (Sada et al., 1998). In particular, the temperature profile (hence the \( H_2 \) density profile) used by Ozak et al. (2013) differs from the Grodent et al. (2001) profiles used in the present study. The ion precipitation model by Ozak et al. (2013) has thus been performed with the Grodent et al. (2001) atmosphere in order to derive \( H_2 \) emission profiles directly compatible with the other outputs from the present work.

The UV VER profiles of \( H_2 \) emission so obtained are found to peak between 325 and 290 km for 1 and 2 MeV/u ions, respectively. They are used in our auroral model as described in Appendix A.1 and the related emergent spectra are determined for \( \gamma = 70^\circ \); i.e. the typical viewing angle corresponding to the ‘flare’ emissions seen in our observations. It is seen that the CR due to the UV emission resulting from ion precipitation varies from 1.10 to 1.34 for 1 MeV/u to 2 MeV/u ions, respectively (black curves in Fig. 11b).
These values are significantly lower than the CR from 2.0 to 3.2 obtained from the ‘flare’ emissions observed in the present study. The latter values correspond well to previous determinations of the CR obtained so far. Fifteen polar cap spectra observed by STIS have been examined by Gustin et al. (2004a). They were characterized by CR values from 1.7 to 7.5: one CR at 1.7, five CRs between 2.1 and 3, and nine CRs above 3. Several observations from this data set were obtained in the time tag mode, allowing inspection of transient events (Gérard et al., 2003). These data reveal that only two flaring events were associated with a CR of 1.7, nine with a CR between 2 and 3 and two with a CR higher than 3. These two studies thus reveal that 89% of the observed flare emissions (93% for Gustin et al. (2004a,b) and 85% for Gérard et al. (2003)) are associated with CRs higher than 2, leaving ~10% of the cases with a CR of 1.7. Referring to these observed CRs compared to the CR simulated from the Ozak et al. (2013) outputs, polar UV emission exclusively due to ion precipitation is thus very unlikely. Still, a partial contribution of ions to the total UV emission is possible. The effect of the ion precipitation, combined with electron precipitation, would be to lower the observed CR and thus underestimate the mean energy of the precipitating electrons. The 60–80 kR UV brightnesses resulting from this modeled ion precipitation are relatively low and correspond to ‘typical’ polar cap emissions. Much brighter emissions have been observed at high latitudes. For example, a spectacular event has been observed simultaneously by Chandra in X-ray and HST/STIS in FUV, on 26 February 2003 (Elsner et al., 2006). During this event, the FUV brightness reached ~5 MR and the emitted X-ray power attained 8 GW and both emissions were somewhat correlated. In this exceptional event, a significant contribution from ion precipitation to the UV emission is possible, as these observed characteristics were not considered by Ozak et al. (2013).

5. Summary – conclusions

Several important results have been obtained from this study, both from a theoretical and observational point of view.

1. On the theoretical side, we set up a model of auroral $H_2$ emission in the 700–1700 Å bandwidth. This model adopts the auroral atmosphere described in by Grodent et al. (2001). Several Maxwellian distributions of primary electrons at mean energies from 2 to 1000 keV have been used to determine the influence of the energy input on the characteristics of the auroral emissions. Results show that:

- the altitude of the emission peak monotonically decreases as $E$ increases. Assuming that 1 MeV corresponds to the upper limit possibly reached by primary electrons, virtually no auroral photons can be emitted at altitudes below ~130 km, which corresponds to an $H_2$ column of $\sim 5.5 \times 10^{24} \text{cm}^{-2}$,
- the efficiency of the atmosphere to produce UV aurora strongly depends on the energy of the precipitating electrons. For a constant energy flux input of 1 mW m$^{-2}$, the brightness in the Lyman and Werner bands of $H_2$ is maximum at $E = 20 \text{ keV} (14.6 \text{ kr})$ and then continuously decreases for higher energies to reach 3.2 kr at 500 keV,
- in an altitude scale, the FWHM of the emission profile due to Maxwellian distributions decreases with increasing mean energy with values from 440 km (2 keV) to 53 km (500 keV).

The observed color ratio (CR) has been related to the mean energy of the precipitating electrons $\langle E \rangle$ with a model that includes effects of the emission angle $\chi$ and the width $D$ of the auroral curtain. It is found that

- for a given $E$, the perceived CR increases with $\chi$,
- for a given $\chi$, the auroral width $D$ has a minor effect on the CR,
- the unabsorbed (intrinsic) brightness strongly depends on $\chi$ and the auroral width considered (Fig. 11).

Our model has been applied to two sets of STIS FUV spectral images of the north jovian aurora. Several auroral regions have been selected in both images: morning main emission 1 (ME 1), main emission 2 (kink region, ME 2), discontinuity (DC) flare emissions (FL 1 and FL 2), Io footprint (IFP), Ganymede footprint (GFP) and small scale structure emission (SSS). Interestingly each region exhibit very specific characteristics, as described hereafter.

2. Mean energy

1. The maps of the electron mean energy show that the spatial distribution of the precipitating electron energy is clearly not uniform (Figs. 2 and 3). Because of low S/N of several individual pixels, such maps only provide a first order estimate of the mean energy of the precipitating electrons.

2. The spectra obtained from the sum of the pixels defining each auroral region do not bring direct information on the electron energy distribution, but provide the most accurate average mean energy for each region. The morning ME 1 region is the most energetic ($\sim 260 \text{ keV}$), followed by the ‘kink’ ME 2 region ($\sim 110 \text{ keV}$) and the polar cap flare emissions ($\sim 75 \text{ keV}$). The higher S/N of the summed spectra allows determining mean energies for the DC, GFP, and SSS regions, defined from low number of pixels and/or weak signal. Mean electron energies are ~60 keV for the DC, ~155 keV for the GFP, and ~230 keV for the SSS emissions. The CR method, providing energies around 20 keV for the IFP, was found unappropriate for this emission (see Section 4.3.4). The spatial distribution of mean energies corresponds well with the energy map from the 8 Jan. 2014 STIS observation presented in Gérard et al. (2014), which was obtained with comparable CML, although our $\langle E \rangle$ values are lower.

3. Mean energy–energy flux relationship

The pixels in each auroral region have been sorted by ascending brightness and binned by groups of height data points to increase the S/N ratio and determine reliable mean energy and energy flux values. The electron energies of the main emission and flare regions are positively correlated with the energy fluxes and follow well Knight’s (1973) theory of field-aligned electric field acceleration associated with field-aligned currents. Magnetospheric electron sources have densities around 2400 m$^{-3}$ for ME 2 with a thermal energy of 2.5 keV, which is consistent with a density between 1000 m$^{-3}$ and 10,000 m$^{-3}$ measured by Voyager in the jovian magnetospheric equatorial plane (Scudder et al., 1981). The relativistic generalization of Knight’s theory developed by Cowley (2006) has been used for ME 1, as the electron’s acceleration is a significant fraction of the electron rest energy for this region. Lower electron source densities are obtained (520–620 m$^{-3}$) and correspond well with values obtained from the study of a remarkably bright auroral morning arc observed by STIS on 21 September 1999 (Gustin et al., 2006).

4. Spectral analysis

Strong hypotheses on the atmospheric structure (hydrocarbon density profiles, temperature profile), and on the energy distribution of the primary electrons must be postulated to infer the CR–$\langle E \rangle$ relationship. The spectral resolution of the STIS G140L observations examined here is too low ($>1 \text{ Å}$) to resolve the $H_2$ rotational lines, which hence does not allow us to derive information on
the temperature profile of the auroral atmosphere. Still, the 500 Å bandwidth STIS FUV spectra at 12 Å resolution provide more information than the CR, which is limited to the ratio of two integrated 70 Å bands. We tested the hypothesis that comparisons between synthetic and observed spectra provide information on the energy distribution of the precipitating electrons and on the appropriate-ness of the atmospheric model used. We use Chapman functions defined with 4 free parameters to simulate the VER profile and tested the hypothesis that a specific VER profile (thus a unique electron energy distribution) provides spectral fits significantly better than any other VER, which would bring additional con-straints on primary electron characteristics. It is found that with-out constraints, several significantly different VER profiles provide equivalent fits to the observed spectra, which does not allow us to provide additional knowledge on the primary electron distributions. Still, simulations show that C2H6 is required to fit strongly absorbed spectra and that CH4, C2H2 and C2H6 mixing ratio profiles of the model are appropriate to fit the different band-passes influenced by these hydrocarbons.

In general, the peak of the intrinsic VER emission is situated at lower altitude than the observed peak emission because of the attenuation at and below the hydrocarbon layer. For example, for a CR of 3.2, the difference of perceived altitude is -45 km.

Since the energy-flux relationship is very specific to each au-roral region, we used this property to determine energy distributions of the primary electrons, constrained by the (E) and E values asso-ciated to each pixel of a given region (Section 4.3.3 and Fig. 6). It is seen that distributions for ME 1 are Maxwellian, distributions for the ME 2 and flare regions exhibit more electrons at high energy (compared to a Maxwellian distribution). These electron distribu-tions provide ad hoc solutions able to represent the average emis-sion in each region.

Unlike the other regions, ACS images provide observed con-straints on altitude and shape of the VER profile of the IFP emission (Bonfond et al., 2009). The spectral analysis shows that a synthetic VER profile consistent with a Maxwellian electron energy distribu-tion and the CR method provides a good fit to the IFP spectra, but is incompatible with ACS constraints. Indeed, the Maxwellian-type VER profile is much thinner (~150 km) and peaks at much lower altitude (~330 km) than the FWHM of ~1200 km and peak altitude between 550 and 1300 km provided by the limb analysis of the ACS images. The CR method is thus not applicable to the IFP emission. Several tests reveal that the only way to reconcile constraints on the observed VER profiles and hydrocarbon absorption altogether is to allow an upward shift of the hydrocarbon layer in our atmos-pheric model. Such shift would in turn modify the temperature and H2 density profiles of the atmosphere we use, but since these two parameters are not directly constrained by the IFP data, conse-quences on the atmospheric structure are out of the scope of the present study. Several fits with varying levels of upwelling show that the homopause altitude shift and the peak altitude of the best modeled VER profile are linearly correlated. A minimum upwelling of 100 km is needed to satisfy all the constraints, but a homopause upward shift of 280 km is needed to be consistent with an IFP emission peaking at a typical altitude of ~900 km. This corre-sponds to an increase of Kj to 2 × 1011 cm2 s−1, i.e. 6 orders of mag-nitude above the nominal value used in the Grodent et al. (2001) model, which seems very unlikely. Other phenomena like vertical winds could account for such hydrocarbon upward shift, but our pre-sent data cannot strongly constrain the cause of such a shift.

If the CR method is not appropriate to determine (E) in the case of the IFP, this method is found compatible with theoretical models and observed constraints in the case of the other auroral regions. In particular, the SSS and GFP spectra exhibit strong hydrocarbon absorption, which cannot be modeled with ‘thick IFP-type’ emis-sion profile, but which is compatible with ‘thin Maxwellian-type’ emission profile, as used in the CR method. It should be kept in mind that the CR–(E) relationship is strongly model-dependent. It is influenced by (1) the temperature profile, (2) the altitude of the hydrocarbon homopause level and (3) the energy distribution of the primary electrons used in the model.

5. Ion precipitation

The auroral model described in this paper has been applied to FUV H2 emission profiles resulting from the precipitation of heavy ions in the 1–2 MeV/u range (Ozak et al., 2013), in order to determine if such precipitation could explain, at least partly, polar cap auroral emissions. Results show that the CR of the UV emission due to ions (<1.4) is lower than the CR observed poleward of the main oval (>2). A significant contribution of ion precipitation to flare emis-sions typically observed (brightness < 100 kR) is thus very unlikely. In case of brighter flare emission, such as the 5 MR of FUV emission recorded by STIS on 26 February 2003 concurrently with Chandra X-ray observation (Elsner et al., 2005), an important contribution of ion precipitation cannot be ruled out.
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Appendix A. Determination of the mean energy of the primary electrons

A.1. Auroral model

Our auroral atmospheric model uses the auroral thermal profile and H2, CH4 and C2H2 profiles described in Grodent et al. (2001). It couples a two-stream electron transport model of energy deposition with a 1-D thermal conduction model. From the initial North Equatorial Belt (NEB) atmospheric structure deduced from Galileo observations (Gladstone et al., 1996) adapted to the larger gravita-tional acceleration near the poles, the Grodent et al. (2001) model self-consistently adapts to the effects of the incident primary elec-tron distribution. At each layer of the atmosphere, the energy dis-tribution of the primary electrons changes as they interact with the atmosphere through ionizations, collisions and creation of sec-ondary electrons. The thermal profile and the CH4 and C2H2 profiles automatically adapt to the auroral conditions. This model is con-strained by observations such as the altitude of the H2 emission peak, the temperature profile deduced from UV and infrared emis-sions, and UV emission rates deduced from observed images and spectra. All density profiles from this atmosphere, defined from 117 to 3900 km above the 1 bar level, are used in our model. To extend these profiles to lower altitudes and cover the widest possi-ble altitude range, we merged the density profiles from ~65 to 117 km defined in the low-latitude atmospheric model of Moses et al. (2005), and scaled them to obtain continuous densities in our final auroral atmosphere. Ethane is not included in the Grodent et al. (2001) atmosphere. Since the signature of ethane is clearly observed in the case of strong absorption (CR > 2), it is included here by using the C2H6 density profile described by Moses et al. (2005). The vertical density profile in our model is obtained by multiplying the C2H6 mixing ratio relative to H2 found in Moses et al. (2005) by the H2 density profiles outlined in
Fig. 9. Atmospheric model used in this study. From 3900 to 115 km, we use the auroral model from Grodent et al. (2001), and below 115 km, we used the low latitude model from Moses et al. (2005) whose density profiles have been scaled to provide a good merging with the Grodent et al. (2001) model. Panel a: temperature profile, b: H₂ density profile, c: density profiles of the main hydrocarbons.
Grodent et al. (2001). This auroral atmospheric model, along with the Moses model are shown in Fig. 9. The ‘hotter’ temperature profile of the Grodent et al. (2001) model in Fig. 9a demonstrates the consequence of the electron precipitation on the atmosphere, which also has an effect on the H₂ scale height shown in Fig. 9b. The most abundant absorber is methane, followed by ethane and acetylene (Fig. 9c).

To relate \( E \) to CR, we use single Maxwellian distributions with mean energies from 2 to 1000 keV, representing the initial energy distribution of the precipitating electrons and covering the widest possible range of mean energies. An auroral volume emission rate vertical profile (VER: number of auroral photons emitted per second per cm²) is then produced from each Maxwellian distribution with the two-stream Grodent et al. (2001) model. The atmosphere is divided into altitude bins of 10 km, from –65 to 3900 km and a normalized unabsorbed synthetic \( \text{H}_2 \) spectrum, weighted by the local VER, is generated at each layer. At altitude bin \( z \), the local unabsorbed \( \text{H}_2 \) emission \( F_{z}^{\text{unabs}}(z) \) is

\[
F_{z}^{\text{unabs}}(z) = F_{z}^{\text{synth}} \times \text{VER}(z) \times dz \times \text{Chap}(z, \chi),
\]

where \( F_{z}^{\text{synth}} \) is the unabsorbed \( \text{H}_2 \) spectrum in 700–1700 Å, \( \text{VER}(z) \) is the auroral emission rate at altitude \( z \), \( dz \) is the thickness of a layer and \( \text{Chap}(z, \chi) \) is the Chapman function that converts vertical to slant thickness in curved atmosphere (Smith and Smith, 1972). This function substantially differs from the simple \( \sec(\chi) \) factor for high \( \chi \). We use the gravity and radius at 75° latitude to compute \( \text{Chap}(z, \chi) \), which brings values applicable to the whole polar region.

Accounting for hydrocarbon absorption, the attenuated \( \text{H}_2 \) emission at altitude \( z \) is

\[
F_{z}^{\text{att}}(z, \lambda) = F_{z}^{\text{synth}}(z, \lambda) \times e^{-\kappa(z, \lambda)},
\]

where the optical depth \( \tau \) at wavelength \( \lambda \) at altitude \( z \) is

\[
\tau_{\lambda, z} = \sigma_{i}(\text{CH}_4) \int_{z}^{\infty} n_{\text{CH}_4} ds + \sigma_{i}(\text{C}_2\text{H}_2) \int_{z}^{\infty} n_{\text{C}_2\text{H}_2} ds + \sigma_{i}(\text{C}_2\text{H}_6) \int_{z}^{\infty} n_{\text{C}_2\text{H}_6} ds.
\]

where \( \sigma_{i}(\text{CH}_4), \sigma_{i}(\text{C}_2\text{H}_2), \sigma_{i}(\text{C}_2\text{H}_6) \) are the methane, acetylene and ethane absorption cross sections at wavelength \( \lambda \), and \( n_{\text{CH}_4}, n_{\text{C}_2\text{H}_2}, n_{\text{C}_2\text{H}_6} \) are the local number densities. The slant path length \( ds \) corresponds to the thickness of a layer \( dz \) multiplied by the Chapman function \( \text{Chap}(z, \chi) \), at emission angle \( \chi \).

A point that is often overlooked in auroral study is the finite size of the auroral curtain. To account for this aspect, we assume that the auroral emission has a rectangular section of width \( D \) that extends from the lowest to the highest limits of the atmospheric model (Fig. 10). Although the whole altitude range is taken into account for ease of computing, only a limited vertical extension contributes to the emergent emission (represented by the shaded region in Fig. 10). The emergent unabsorbed spectrum \( H_{2, \text{emiss}, \text{tot}} \) (i.e. the intrinsic auroral emission), in kR, at angle \( \chi \) is

\[
H_{2, \text{emiss}, \text{tot}} = \sum_{i=0}^{n-1} \frac{R_{i}}{n e},
\]

where each emergent beam ray \( R_{i} \) is the sum of the local emissions \( H_{2, \text{emiss}} \) defined by (6) intercepted by \( R_{i} \) inside the rectangle of width \( D \) (dots in Fig. 10), \( n \) is the total number of rays considered, and \( e \) is the minimum distance between two consecutive rays. Similarly, the emergent \( \text{H}_2 \) spectrum attenuated by the hydrocarbon layer at and above the emission is given by Eq. (9) where \( H_{2, \text{emiss}} \) is replaced by \( H_{2, \text{synth}} \) defined by Eq. (7). The resulting synthetic emergent spectrum represents the observed, potentially absorbed, emission as seen by an observer, from which a CR can be determined.

It should be emphasized here that the kilo-Rayleigh is a ‘brightness density’, as it is defined ‘per unit of emitted surface’. On the one hand, if one takes into account rays that do not cross substantial emission (i.e. far from the emission peak, e.g. \( R_{j} \) in Fig. 10), this would significantly lower the total brightness of the emergent emission. On the other hand, selection of the brightest rays close to the emission peak alone artificially enhances the perceived emergent brightness of the whole emission. In a nadir view (\( \chi = 0° \)), the procedure illustrated in Fig. 10 is not necessary, as the emergent brightness is simply the sum of the vertical VER at each layer multiplied by the vertical thickness \( dz \) of a layer. It is thus independent of the number of rays considered for an homogeneous emission. We use this vertical emergent brightness to determine the number of \( R_{i} \) that provides a smooth transition between vertical and slant emission. We thus determined the emergent unabsorbed \( \text{H}_2 \) intensity and CR at \( \chi = 5° \) for various number of rays at fixed distance \( e \) by varying \( n \) in Eq. (9). We found that the number of \( R_{i} \) considered in the sum leading to 99% of the total emission provides smoothest transition of CR and brightness between \( \chi = 0° \) and \( 5° \). This number varies with the width of the VER profile and the viewing angle considered.

To simulate the effect of the auroral width \( D \), the mean energy \( E \) and the viewing angle \( \chi \) on the emergent unabsorbed and absorbed \( \text{H}_2 \) emission, we used several single Maxwellian electron distributions from \( E = 2 \) to 1000 keV and determined the corresponding auroral VER by using the two-stream model from Grodent et al. (2001). We applied these VER in our model for various auroral widths and viewing angles from 0° to 85°. Several outputs from this model are summarized in Fig. 11. Fig. 11a and b shows the CR as function of the incident electron energy \( E \), for an auroral curtain of arbitrary width \( D = 1500 \) km. It is seen that the effect of the viewing angle is far from negligible: compared to vertical values, the CR increase at \( \chi = 70° \) is less than 5% for \( E \leq 20 \) keV, 30% for \( E = 100 \) keV and reaches 41% for \( E = 400 \) keV.

The effect of the auroral width on the emergent unabsorbed brightness is shown in Fig. 11c for primary electrons of 80 keV (which can be seen as an ‘average’ energy in the case of the jovian aurora). Four cases are examined: \( D = 150 \) km, which is used for footprint emissions, \( D = 600 \) km, which represents a narrow auroral emission comparable to the main oval, \( D = 1500 \) km which can represent the thicker, more diffuse emissions, as seen poleward of the main oval, and a case with \( D = 10,000 \) km, which
depicts an homogeneous “infinite” auroral emission. The latter case simulates the effect of the viewing angle on the H₂ brightness and CR when the auroral width is not taken into account in the model. For a viewing angle of 70°, the brightness increase is very important for the infinite case (increase by a factor of 2.8), and then decreases as the aurora is getting thinner (factor of 1.66, 1.04 and 0.39 for D = 1500, 600 and 150 km, respectively). Interestingly, for D = 150 km, the emergent brightness decreases with the viewing angle. This counter intuitive geometric effect is due to the limited vertical extent of the auroral emission. For example, simulations show that the VER profile obtained from an 80 keV Maxwellian distribution peaks at 226 km and has a FWHM of 106 km. The portion of the emission centered on 226 km and of width 150 km corresponds to 85% of the total emission. To first order, the transverse cut of an 80 keV auroral curtain of 150 km width can thus be seen as a square of 150 km width. The observed emission at χ = 0° and 90° should then be very similar, which is what we observe in the blue...
curve of Fig. 11c. For intermediate viewing angles, although the total emitted brightness is unchanged, the total surface perceived by the observer increases with \( \sec(\chi) \). Since the kilo-Rayleigh represents an observed brightness per emitting surface unit, the observed brightness decreases for increasing \( \chi \). This effect diminishes as the auroral width increases, as it is compensated by the increase of emission width. It should be noted that since the FWHM of the VER profile decreases with increasing \( E_i \) (see Appendix A.2), the effect of \( D \) on the emergent brightness is energy dependent. This characteristic is an important matter and is taken into account in the data analysis. As seen in Fig. 11d, the effect of the auroral width on the CR is quite minor, as the maximum variation due to the auroral width is 3% at 85° for \( E_i = 80 \) keV, below the accuracy achieved by the observations. This means that the width affects the absorbed and unabsorbed emissions in a similar way. The CR–(\( E_i \)) relationship is presented in Fig. 11e for a standard viewing angle of 70°. Considering that 70° is a typical viewing angle of Jupiter’s poles as seen from HST, Fig. 11e can be used to estimate the incident precipitating energy from an observed absorbed emission. The effect of the auroral width on the emergent brightness is presented in Fig. 11f, for an incident electron energy flux of 20 mW m⁻². As expected, the observed brightness increases with the width of the aurora. The point at 10,000 km on the x-axis of Fig. 11f simulates the observed brightness that would be obtained without taking into account \( D \). The red curve shows the emergent total H₂ brightness after attenuation by hydrocarbons. On average, the factor between the unabsorbed and absorbed emission in Fig. 11f is 2.12. Another way to interpret this plot is to say that in order to obtain a given emergent brightness, the input energy flux must increase as the auroral width decreases.

**A.2. Characteristics of auroral emission produced from Maxwellian electron distributions**

Before applying our model to observations, it is interesting to explore the characteristics of the auroral emission resulting from 2 to 1000 keV single Maxwellian distributions computed in the Grodent et al. (2001) model. All cases used a total energy flux input of 20 mW m⁻². We first tested the hypothesis that the VER profiles could be approximated by a Chapman profile

\[
v = v_m e^{\left(1 - \frac{z}{z_m}\right)}
\]

where \( z = (z - z_m)/H \) is the reduced height, \( v_m \) is the maximum of \( v \) at the altitude \( z_m \) and \( f \) is a form factor. Since \( f \) and the scale height \( H \) influence the shape and FWHM of the VER, \( H \) should be considered here as a simple free parameter, not necessary equal to the actual scale height of the emission. We found that the VER originating from these incident Maxwellians could be easily fitted with Chapman profiles. The influence of \( E_i \) on the emission profiles is summarized in Fig. 12. As seen in Fig. 12a, the altitude of the maximum emission naturally decreases as the mean electron energy increases. The peak altitude slowly decreases and reaches ~160 km for electrons in a Maxwellian distribution of \( E_i = 500 \) keV. There is very little emission at lower altitudes, which is intuitively explained by the exponential increase of the number of H₂ molecules encountered by the electrons with decreasing altitude, which makes it difficult to reach deeper layers, whatever the primary electron energy. The emission peaks at 165 km for \( E_i = 400 \) keV and at 163 km for \( E_i = 500 \) keV. This 2 km difference leads to a variation of 100 keV in the mean energy determination. The corresponding CR at \( \chi = 70° \) is 20 and 23 for 400 and 500 keV, respectively, i.e. a 15% difference. Since high CR values correspond to strongly
attenuated emission in the 1230–1300 Å range (i.e. emission with low S/N ratio), one must be careful in the interpretation of data when high electron energies are involved. Fig. 12a also shows that the altitude of the VER peak resulting from a Maxwellian distribution of electrons at a given (E) corresponds very well with the altitudes attained by monoenergetic electrons of same energy. The altitude reached by monoenergetic electron has been calculated following a continuous slowing down stopping power approximation. The plot in Fig. 12b shows that the maximum value of the VER increases with (E), to reach a maximum at 200 keV, and then decreases for higher energies. The FWHM of the VER profiles significantly changes with (E) and decreases with increasing energies (Fig. 12c). Although these FWHM remain fixed in pressure scale for different atmospheres, they depend on the pressure–altitude relationship in altitude scale. Values in Fig. 12c are thus only valid in the Grodent et al. (2001) atmosphere, as the temperature profile affects the scale height of the emission. As seen in Fig. 12d for a constant incident energy flux of 1 mW m\(^{-2}\), the emergent vertical intensity strongly depends on the mean energy. The efficiency of the atmosphere to create UV auroral emission is maximum for (E) = 20 keV (14.6 kR per mW m\(^{-2}\)) and then sharply drops for higher energies (7.8 kR per mW m\(^{-2}\) at 200 keV to only 3.2 kR per mW m\(^{-2}\) at 500 keV). In other words, the energy flux input necessary to create an aura of given emergent brightness strongly depends on the energy of the precipitating electrons. The value of 10 kR per mW m\(^{-2}\) based on several aeronomic models and proposed as a rule of thumb by Gustin et al. (2012) should then be reconsidered when the mean electron energy is not in the 70–140 keV range. Since the energies determined in our study exceed this range, values shown in Fig. 12d are used throughout this work. They are particularly important when setting up the energy–energy flux diagrams, as presented in Section 4.2.
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