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Introduction

Mechanical systems colliding with rigid barriers are ubiquitous. Thus, there is significant interest in accurately predicting their response to impact. Although robust computational techniques now exist to simulate the constrained motion of rigid multibody systems (Brogliato 1996; Glocker 2001; Leine and Nijmeijer 2004; Acary 2008; Leine 2008), methods to analyze the impact behavior of continuous compliant systems remain an active area of research. Recognizing that beamlike structures are prevalent in industrial applications (Andrews et al. 1996; Bishop et al. 1996; Wagg and Bishop 2002; Ibrahim 2009), this paper focuses on formulating an efficient technique to compute the fast dynamics of a beam colliding with rigid obstacles.

Contact and impact problems are related, although essential differences exist in view of their differing static and dynamic natures. In unilateral contact problems, the constraints on the system are at the displacement level, with the contact forces being unknown a priori. In problems involving the impact of a structure with a rigid obstacle, the constraints are not only at the displacement level but also at the velocity level through the application of Newton’s impact law, with the impulse generated by the impact being now unknown a priori.

As can be expected, numerous numerical techniques have been developed for simulating the constrained deflection of a beam (contact problem). They include finite-difference schemes using penalty methods for the contact forces (Klapper 1996; Goyal et al. 2008) and finite-element methods using different approaches for solving the contact problem (Simo 1985; Simo and Vu-Quoc 1986; Cardona and Geradin 1988; Belytschko et al. 2000).

Conversely, methods to simulate the impact of a beam with a rigid obstacle are still under development. One group of methods is based on the modal decomposition of the solution and on satisfaction of Newton’s law at impact. In one approach, a velocity jump is imposed at the point of impact, which is restricted to coincide with a collocation point (Wagg 2004); in another, an impulse is applied wherever and whenever an impact occurs (Vyasarayani 2009; Vyasarayani et al. 2009, 2012). However, the predicted dynamic response is affected by the number of modes used to construct the solution, which should be adapted to the stiffness of the obstacle (Melcher et al. 2013). Hence, the impact of a beam with an infinitely rigid obstacle cannot be solved accurately from this standpoint.

A second group of methods is based on a variational formulation of the constrained beam problem (Paoli 2001; Pozzolini and Salaun 2011; Dumont and Paoli 2015). For space discretization, a Galerkin approximation (Dumont and Paoli 2015) or the method of lines (Dumont 2002) are used commonly. Different strategies are used to model the impact. One is to introduce a normal stiffness (Dumont 2002; Johansson 1997). Although appealing because of the simplicity of its implementation, this method introduces large reaction forces, because of the assumed large contact stiffness, that eventually cause difficulty in solving the contact problem (Baraff 1994; Dumont and Paoli 2015). Another strategy is to use a time-stepping scheme with a predefined coefficient of restitution (Dumont 2003; Pozzolini and Salaun 2011; Dumont and Paoli 2015). However, the presence of the unilateral constraints and the necessity of minimizing numerical dissipation make the choice of the time-integration scheme a challenging task (Pozzolini and Salaun 2011). To cover all these requirements, multiple time-integration schemes have been proposed, such as the backward differentiation formula (BDF), the Hilber-Hughes-Taylor (HHT-α) method, and the implicit Newmark scheme [see Dumont (2002), Chen et al. (2012, 2013), Acary (2014), Bruls et al. (2014), and Depouhon et al. (2014) for a discussion on different time-stepping schemes].

This paper describes a fast and accurate method to simulate the impact of a Rayleigh beam against rigid obstacles that is also...
capable of efficiently managing multiple simultaneous contact points and prolonged contact times. The proposed method merges three key concepts. First, a low-order discretization scheme, equivalent to a representation of the beam as a Hencky (1920) chain, is used; such a scheme maximizes the number of nodes—the location of the points on the beam at which impact can be detected—at the expense of the degree of continuity of the constructed displacement field. Second, the constrained problem is transformed into an unconstrained one by formulating the impact by using a Signorini complementarity law involving the impulse generated by the collision and the preimpact and postimpact velocity linked through a coefficient of restitution. Third, Moreau’s midpoint time-stepping scheme, a two-step algorithm developed in the context of colliding rigid bodies, is used to advance the solution. The combination of the Signorini law formulated at the velocity level and the Moreau midpoint scheme requires solving a nonlinear system of equations for the impulse and the preimpact and postimpact velocities whenever a node of the discrete beam is detected to be in contact (within a set tolerance) of an obstacle. The algorithm is validated first on the nonlinear impact problem of a cantilever Rayleigh beam subjected to an impulsive discrete load. Then the problem of a cantilever beam vibrating between two symmetrically located stops is analyzed. Both cases of discrete and continuous obstacles are considered, and the numerical predictions compared with published results or results obtained with a commercial code.

**Beam Subjected to Impact Loading**

**Problem Formulation**

Fig. 1 illustrates a beam vibrating between two rigid walls that restrict its motion. It is an example of the class of problems that one aims to simulate numerically. Consideration is limited in this study to beams with a doubly symmetric cross section that are subjected to transverse time-dependent loading acting in one of the planes of symmetry.

In Fig. 1, a Cartesian coordinate system \{X, Y, Z\} with its origin at the left end of the beam is defined so that the horizontal X-axis corresponds to the centerline of the unstressed beam, and the Y- and Z-axes to the principal axes of inertia. The Z-axis is vertical and pointing upward. In its usual one-dimensional representation, the beam of length \( \ell \) is defined in the interval \( 0 \leq X \leq \ell \).

Let \( U(X, t) \) denote the transverse displacement of the beam, a function of both position \( X \in [0, \ell] \) and time \( t > 0 \). It is governed by the classic equation of motion (Love 2013; Rao 2007; Han et al. 1999), as follows:

\[
\rho \frac{\partial^2 U}{\partial t^2} - \rho l \frac{\partial^4 U}{\partial X \partial t^2} + EI \frac{\partial^4 U}{\partial X^4} = Q + \Phi
\]

where \( E = \) elastic modulus; \( I = \) moment of inertia; \( A = \) cross-sectional area; and \( \rho = \) density. For simplicity, all properties have been assumed to be uniform. Two kinds of loading are considered: a known body-type force \( Q(X, t) \), where \( Q \) is defined per unit length of the beam; and a priori unknown impact forces \( \Phi(X, t) \) resulting from collisions of the beam with the upper and lower obstacles. Both \( Q(X, t) \) and \( \Phi(X, t) \) are transverse forces acting in the plane \( (X, Z) \). The quantities \( U, Q, \) and \( \Phi \) have the same sign convention, consistent with \( Z \). The governing equation is supplied with four boundary conditions (prescribing either the transverse displacement or shear force, and either the inclination or the bending moment at both ends) and two initial conditions [e.g., \( U(X, 0) = \partial U(t, 0)/\partial t = 0 \)].

The presence of the two rigid walls constrains the motion of the beam. Let \( Z(X) \) and \( \dot{Z}(X) \) denote the signed clearance between the beam in its initial configuration and the upper and lower obstacles, respectively. Hence, the transverse displacement of the beam is constrained to the interval

\[
Z(X) \leq U(X, t) \leq \dot{Z}(X), \quad 0 < X < \ell, t > 0
\]

The impact law, required to close the formulation of the problem, is described subsequently, together with some restrictions on the nature of the collision between the beam and the walls.

**Scaling**

By introducing characteristic quantities (namely, a length \( \ell^* \), a time \( t_* \), a displacement \( U_* \), a body force \( Q_* \), and an impulse \( \Lambda_* \)), such as

\[
\ell_* = \ell, \quad t_* = \sqrt{\frac{\rho A \ell^2}{EI}}, \quad U_* = \frac{\ell^*}{C_3} Q_*, \quad \Lambda_* = \ell t_* Q_*
\]

governing Eq. (1) can be scaled according to

\[
\ddot{u} - \beta^2 \frac{\partial^2 \ddot{u}}{\partial X^2} + \frac{\partial^4 u}{\partial X^4} = q + \Phi
\]

with the various dimensionless quantities and parameters appearing in Eq. (4) defined as

\[
x = \frac{X}{\ell}, \quad \tau = \frac{t}{t_*}, \quad u = \frac{U}{U_*}, \quad q = \frac{Q}{Q_*}, \quad \phi = \frac{\Phi}{Q_*}
\]

\[
\beta^2 = \frac{l}{A C_3^2}
\]

The standard notation \( \dot{u} = \partial u/\partial \tau \) has been adopted, and \( u' = \partial u/\partial x \) also will be used at some point. The free scale \( Q_* \) can, in principle, be chosen arbitrarily but should be selected so that \( ||q|| \) is of order \( O(1) \). This is not possible, however, if the imposed loading is of an impulsive nature, e.g., \( Q(X, t) = \delta \delta (X-X_0) \delta (t) \), where \( \delta \) is the Dirac delta-function, and \( X_0 \in [0, \ell] \). In this case, the characteristic impulse \( \Lambda_* = \Lambda \), so that \( Q_* \) is chosen as \( Q_* = \Lambda/\ell t_* \), and \( U_* = \ell^* \Lambda_* / EI t_* \). In any case, \( \Lambda_* \) is used to scale the impulsive forces induced by collision of the beam with the surrounding walls. Eq. (5) describes the dynamic response of a Rayleigh beam, but it degenerates to the governing equation of an Euler-Bernoulli beam when \( \beta \) tends to 0.

It is now assumed that the forces generated by the collision of the beam with the rigid walls \( Z(X) \) and \( \dot{Z}(X) \) (where \( z = Z/U_* \), and \( \dot{z} = \dot{Z}/U_* \)) can be viewed as discrete and impulsive. In other words, it is assumed not only that the length of contact at impact is very small compared with the beam length \( \ell \) but also that the duration of contact is negligible compared with \( t_* \), a measure of the period of the first vibration mode of the beam. These assumptions not only limit the impact velocity of the beam, which should
be small enough to satisfy the imposed restrictions, but also
constrain the geometry of the rigid wall. Under these restrictive
conditions, the impact forces $\phi(x, \tau)$ can be expressed as

$$\phi(x, \tau) = \sum_{i=1}^{m(\tau)} \lambda_i \delta(x - x_i) \delta(\tau - \tau_i)$$  (6)

where $\lambda_i$ is defined by scaling the original impulses with $\Lambda_i$. Imples $\lambda_i$, locations $x_i$, and times $\tau_i$ of the impacts are unknown a priori. They are calculated as part of the solution by accounting for the constraint

$$z(x) \leq u(x, \tau) \leq \bar{z}(x), \quad 0 < x < 1, \quad \tau > 0$$  (7)

and Newton’s coefficient of restitution $e$

$$\dot{u}(x_i, \tau^+) = -e \dot{u}(x_i, \tau^-) \quad \text{with} \quad \dot{z}(x_i) = u(x_i, \tau_i) \quad \text{or}$$

$$\ddot{z}(x_i) = u(x_i, \tau_i)$$  (8)

where it has been noted again that the contact condition $z = u$ or $\dot{z} = u$ is restricted to be discrete in time and space. Eqs. (4), (7), and (8), together with initial conditions at $\tau = 0$, boundary conditions at $x = 0$ and $x = 1$, and known loading $\dot{q}(x, \tau)$ for $x \in [0,1]$ and $\tau > 0$, form a closed system of equations for the field $u(x, \tau)$. The challenge in solving numerically this system of equations is the robust and accurate determination of the impact parameters $\lambda_i$ and $\tau_i$, as the location of the collision events will be restricted to coincide with the nodes of the discretization mesh.

**Semidiscretized Equations of Motion**

When devising a spatial discretization scheme of the equation of motion Eq. (1), there is a trade-off between the number of nodes at which $u$ is calculated and the order of the polynomial that approximates the displacement field between the nodes. In this study, motivated by the desire to capture the location of the impacts accurately and recognizing that an algorithm that limits the collision detection to the nodes of the mesh is expected to be computationally efficient, one favors a discretization scheme with a low-order interpolation function but with many nodes. The Hencky chain model of a beam, which consists of rigid segments connected by elastic hinges (Hencky 1920; Salvadori 1951; Challamel et al. 2015; Wang et al. 2015) is such a scheme, one that maximizes the number of nodes. However, starting from a different representation based on a dual-discretization scheme, one obtains discretized equations of motion identical to those governing the response of a Hencky chain.

**Dual Discretization of a Rayleigh Beam**

Inspired by Spillmann and Teschner (2007), the authors use a low-order dual-discretization scheme to formulate the approximated equations of motion of a Rayleigh beam. The centerline of the beam is discretized by a chain of $n + 1$ equally spaced nodes located at $x_i = (i - 1)\Delta x$, $i \in [1, n + 1]$, where $\Delta x = 1/n$ denotes the distance between two adjacent nodes. Let $u_i(\tau)$ denote the transverse displacement, and $q_i(\tau)$ the force per unit length at node $i$.

A set of $n$ auxiliary midnodes $i + 1/2$, $i = 1, n$, located at midinterval between nodes $i$ and $i + 1$ also is introduced. The inclination $\theta_{i+1/2}$, $i = 1, n$, of the centerline is assigned to these midnodes; $\theta_{i+1/2}$ is related simply to the nodal displacements $u_i$ and $u_{i+1}$ according to

$$\theta_{i+1/2} = \frac{u_{i+1} - u_{i} - 2u_{i} + u_{i-1}}{\Delta x^2}$$  (13)

The expression for the curvature of elements $D[1]$ and $D[n]$ depends on the boundary conditions. As illustrated in Fig. 2, the $R$-elements correspond to chords, and the staggered $D$-elements to osculating arcs of circle.

The specifity of this discretization scheme consists, therefore, in using the same interpolation functions for both the displacement and the rotation fields. This is an essential difference with classical numerical methods, such as finite elements, in which the order of interpolation of the differentiated fields (rotation) is by nature smaller than that of the fundamental ones (displacements). The current scheme may be seen as a low-order interpolation of both
the displacement and rotation fields, in the manner of a state-space formulation, without a strong enforcement of the kinematic relation \( \theta = \partial u / \partial x \). A second difference with classical methods consists in the offset between the two grids used for the two unknown fields.

**Kinetic and Potential Energy**

Kinetic energy \( T \) consists of contributions from both the rigid and the deformable elements, i.e.,

\[
T(\tau) = \sum_{i=1}^{n} T_{R}[i] + \sum_{i=1}^{n+1} T_{D}[i] \tag{14}
\]

The kinetic energy of elements \( R[i] \) and \( D[i] \) is given, respectively, by

\[
T_{R}[i] = \frac{1}{2} \sum_{N} \Delta x \dot{u}[i]^T \cdot A \dot{u}[i], \quad T_{D}[i] = \frac{1}{2} \sum_{N} \Delta x \dot{\theta}[i]^T \cdot A \dot{\theta}[i]
\]

\[
A = \int_{0}^{1} N^T N d\xi = \frac{1}{6} \begin{bmatrix} 2 & 1 & 2 \end{bmatrix}
\]

Hence,

\[
T_{R}[i] = \frac{1}{6n} (\dot{u}_{i}^{2} + \dot{u}_{i+1}^{2} + \dot{u}_{i+1}^{2}), \quad i = 1, n \tag{15}
\]

\[
T_{D}[i] = \frac{n \beta^2}{6} (\dot{u}_{i-1}^{2} + \dot{u}_{i+1}^{2} - \dot{u}_{i-1} \dot{u}_{i} - \dot{u}_{i} \dot{u}_{i+1} - \dot{u}_{i} \dot{u}_{i+1}), \quad i = 2, n
\]

\[
\frac{\partial V_{E}[i]}{\partial u} = K_{E}[i] \begin{bmatrix} u_{i} & u_{i+1} \end{bmatrix} \tag{20}
\]

Hence,

\[
V_{E}[i] = -\Delta x q[i]^T \cdot A u[i], \quad i = 1, n
\]

\[
V_{I}[i] = \frac{1}{2} \Delta x \kappa_{i}^{2}, \quad i = 2, n
\]

\[
V_{I}[i] = \frac{n^{3}}{2} (u_{i-1} - 2u_{i} + u_{i+1})^2, \quad i = 2, n
\]

Again, the internal energy of \( D[1] \) and \( D[n+1] \) depends on the boundary conditions at the extremities of the beam; if \( u = u' = 0 \) at \( x = 0 \), then \( V_{I}[1] = n^{3}u_{2}^{2}/2 \).

**Discrete Equations of Motion**

The Lagrangian for the discrete model is thus of the form \( L[\mathbf{u}, \mathbf{u}'] = T(\mathbf{u}) - V(\mathbf{u}) \), and the corresponding Euler-Lagrange equations are

\[
\frac{d}{d\tau} \left( \frac{\partial T[\mathbf{u}]}{\partial \dot{\mathbf{u}}} \right) + \frac{\partial V[\mathbf{u}]}{\partial \mathbf{u}} = \mathbf{f}
\]

where \( \mathbf{f} \) = set of impulsive forces acting at the nodes of the discrete model, resulting from impact with the rigid obstacles. In view of Eqs. (14) and (18)

\[
\frac{d}{d\tau} \left( \frac{\partial T_{R}[i]}{\partial \dot{u}_{i}} \right) + \frac{\partial V_{E}[i]}{\partial u_{i}} = \mathbf{M}_{R}[i] \left\{ \begin{array}{c} \dot{u}_{i} \\ \dot{u}_{i+1} \end{array} \right\}
\]

\[
\mathbf{M}_{R}[i] = \frac{n \beta^2}{6n} \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \end{bmatrix}, \quad i = 1, n
\]

\[
\frac{\partial V_{I}[i]}{\partial u_{i}} = \mathbf{K}_{I}[i] \left\{ \begin{array}{c} u_{i-1} \\ u_{i} \\ u_{i+1} \end{array} \right\}
\]

\[
\mathbf{K}_{I}[i] = n^{3} \begin{bmatrix} 1 & -2 & 1 \\ -2 & 4 & -2 \\ 1 & -2 & 1 \end{bmatrix}, \quad i = 2, n
\]

where \( \mathbf{q} = \) nodal forces resulting from the assembly of \( L_{E}\left[q[i] \right] \); and \( \phi = \) impulsive nodal forces associated with impact. The preceding equations reduce to the equations of a Euler-Bernoulli beam when \( \beta^{2} \rightarrow 0 \). In the static limit with no impact, the discretized Eq. (30) is actually identical to those derived on the basis of a Hencky chain representation of the beam (Salvadori 1951; Challamel et al. 2015; Wang et al. 2015).

\[
\mathbf{M}_{u} + \mathbf{K}_{u} = \mathbf{q} + \phi
\]

\[
\mathbf{M}_{u} = \mathbf{L}_{E}\left[q[i] \right] \quad \text{and} \quad \phi = \text{impulsive nodal forces associated with impact}
\]
Impact Management

The existence of a contact and/or an impact is described by unilateral (or inequality) constraints. Special treatment of the problem is required in this case because of the nonsmooth conditions. A numerical scheme based on Moreau time-stepping scheme is suggested.

Decomposition of Motion and Forces in Smooth and Nonsmooth Parts

To handle velocity discontinuities caused by the impulsive forces generated by collisions of the beam with obstacles, the system of Eq. (30) is transformed into measured differential equations (Glocker 2001; Leine and Nijmeijer 2004)

\[ M\ddot{u} + Ku\dot{u} + q(t)dt + dp = 0 \]  

(31)

where \( \dot{u} \) and \( p \) are bounded differential measures of velocity and momentum, respectively. The differential measure \( dp \) of the discrete momentum can be expressed as

\[ dp = \lambda \, d\eta \]

(32)

where \( \lambda \) is impulse arising from impacts during the time interval \( dt \); and \( \eta \) is atomic differential measure [e.g., \( d\eta = \delta(t_c)\, dt \) if only one such impact takes place during \( dt \) at time \( t_c \)]. The differential measure of velocity \( du \) can be expressed as

\[ d\dot{u} = \ddot{u} \, dt + (\dot{u}^+ - \dot{u}^-) \, d\eta \]

(33)

where \( \dot{u}^- = \) acceleration of the smooth background motion; and \( \dot{u}^+ - \dot{u}^- \) = velocity jump associated with the impulse \( \lambda \).

By using these decompositions of momentum and velocity and considering that the external force \( q(t) \) is continuous in time, the equation of motion [Eq. (31)] can be decomposed in terms of a smooth and a nonsmooth part (Leine and Nijmeijer 2004)

\[ M\ddot{u} + Ku = q \]  

(34)

\[ M(\dot{u}^+ - \dot{u}^-) = \lambda \]

(35)

where Eq. (34) describes the balance of forces for nonimpulsive motion, and Eq. (35) is the impact equation of motion.

Newton Impact Law

Consider a collision between the beam and an obstacle taking place at position \( \xi = \xi_i \) at time \( \tau = \tau_c \). According to Newton’s impact law, the velocity jump \( \dot{u}^+_c(\tau_c) - \dot{u}^-_c(\tau_c) = -(1 + e)\dot{u}^-_c(\tau_c) \), where \( e \) is the coefficient of restitution. This law, in combination with the equations of motion, determines the magnitude of the impulse \( \lambda_c(\tau_c) \) generated at impact point \( \xi_c \).

Two gap vectors, \( \mathbf{g} = \mathbf{u} - \mathbf{z} \) and \( \mathbf{g} = \mathbf{z} - \mathbf{u} \), are introduced to measure the relative distance between the beam and the lower and upper obstacles, respectively: \( g_i \geq 0 \) and \( \dot{g}_i \geq 0 \), \( i = 1, n + 1 \). Evidently, \( \mathbf{g} = \dot{u} \) and \( \dot{g} = -\dot{u} \). The collision event at \( \xi = \xi_i \) and \( \tau = \tau_c \) corresponds, therefore, to either \( \dot{g}_i(\tau_c) = 0 \) or \( \dot{g}_i(\tau_c) = 0 \). Attention is focused on collisions of the beam with the lower obstacle. Newton’s impact law, now rewritten in terms of the gap [i.e., \( \dot{g}^-_i(\tau_c) = -e\dot{g}^-_i(\tau_c) \)] and the associated impulse \( \lambda_c(\tau_c) \) can be formulated as a Signorini law

\[ \mathcal{g}_i(\tau_c) \geq 0, \quad \lambda_c(\tau_c) \geq 0, \quad \gamma_i(\tau_c)\lambda_c(\tau_c) = 0, \quad \text{with} \quad \dot{g}_i(\tau_c) = 0 \]

(36)

where

\[ \mathcal{g}_i(\tau_c) = \dot{g}^+_i(\tau_c) + e\dot{g}^-_i(\tau_c) \]

(37)

The preceding complementarity condition is interpreted as follows. Under the condition that the contact is closed at \( \xi = \xi_i \) at \( \tau = \tau_c \) \( \dot{g}_i(\tau_c) = 0 \), an impulse \( \lambda_c(\tau_c) \) > 0 induces a jump in the relative velocity \( \dot{g}_i(\tau_c) \), i.e., \( \dot{g}^-_i(\tau_c) = -e\dot{g}^-_i(\tau_c) \), evidently implying that \( \dot{u}^+_c(\tau_c) = -e\dot{u}^-_c(\tau_c) \). Conversely, \( \lambda_c = 0 \) implies that it is a grazing impact; thus, Newton’s impact law needs to be relaxed, and \( \dot{u}^+_c(\tau_c) > -e\dot{u}^-_c(\tau_c) \). The usual representation of Signorini’s law, as applied to the impact problem, is sketched in Fig. 3(b); the possible states \( \{\gamma_i, \lambda_i\} \) characterizing an impact are represented by the two thick lines on the positive parts of the two axes.

By using proximal point formalism, the complementarity condition Eq. (36) can be replaced advantageously by a projective equation. Noting that the proximal point of a convex set \( C \) to a point \( z \) is the point \( \mathbf{x} \) of \( C \) that is closest to \( z \) [i.e., if \( z \) is outside \( C \), the proximal point is on the boundary of \( C \) that is closest to \( z \); but if
\[ z \in \mathcal{C}, \ z = \text{prox}_\mathcal{C}(z) \], the proximal point function for the particular case \( \mathcal{C} = \mathbb{R}^+ \) is simply

\[ \text{prox}_{\mathcal{R}^+}(\zeta) = \begin{cases} \zeta & \text{if } \zeta > 0 \\ 0 & \text{if } \zeta \leq 0 \end{cases} \quad (38) \]

In other words, \( \text{prox}_{\mathcal{R}^+}(\zeta) = \max(\zeta, 0) \). Signorini’s law Eq. (37) can be rewritten as

\[ \lambda_i = \text{prox}_{\mathcal{R}^+}(\lambda_i - r_{jk}^i) \quad (39) \]

where \( r > 0 \) = penalty parameter. This projective equation satisfies all the requirements of the impact law when the contact is closed, i.e., \( g_i(\tau_c) = 0 \). Indeed, \( \lambda_i > 0 \) implies that Eq. (39) reduces to \( \lambda_i = \text{prox}_{\mathcal{R}^+}(\lambda_i) \), indicating that \( \gamma_i = 0 \). Conversely, \( \lambda_i = 0 \) entails that \( \text{prox}_{\mathcal{R}^+}(\lambda_i - r_{jk}^i) = 0 \) and thus that \( \gamma_i > 0 \), as \( r > 0 \).

### Time-Stepping Algorithm

Integration of the momentum balance Eq. (31) over a finite time interval \( \{\tau_k, \tau_{k+1}\} \) yields

\[ u_{k+1} - u_k = -M^{-1}K \int_{\tau_k}^{\tau_{k+1}} u dt + M^{-1} \left( \int_{\tau_k}^{\tau_{k+1}} q dt + \lambda \right) \quad (40) \]

where \( u_k \) and \( u_{k+1} \) = nodal velocity at discrete times \( \tau_k \) and \( \tau_{k+1} \), respectively; and \( \lambda \) contains the nodal impulses at each degree-of-freedom resulting from collision of the beam with the obstacles during time step \( \Delta \tau = \tau_{k+1} - \tau_k \). The time-stepping algorithm is based on the Moreau midpoint scheme (Moreau and Panagiotopoulos 1988), one of the classic algorithms used to solve the motion equations for rigid body mechanics with impact. This scheme has several features. First, it operates at the level of velocity and momentum, not at the level of accelerations and forces that become infinite at impact. Second, whenever a collision is detected during a time step, the impulse of the impact force and the velocity discontinuity are calculated iteratively during that time step.

Moreau’s algorithm is an Index 2 time-stepping scheme. Given displacement \( u_k \) and velocity \( \dot{u}_k \) at time \( \tau_k \), the calculation of \( u_{k+1} \) and \( \dot{u}_{k+1} \) at time \( \tau_{k+1} = \tau_k + \Delta \tau \) proceeds in two steps. In the first step, the displacement \( u_{k+1/2} \) at midpoint time \( \tau_{k+1/2} = (\tau_k + \tau_{k+1})/2 \) is calculated by using the explicit scheme

\[ u_{k+1/2} = u_k + \frac{1}{2} \dot{u}_k \Delta \tau \quad (41) \]

and the gap distance vectors are updated accordingly, thus leading to \( g_{k+1/2} \) and \( \bar{g}_{k+1/2} \). The midpoint state is then used to determine the contact set \( \mathcal{L}_{k+1/2} = \{i | g_{k+1/2} \leq e\} \), which identifies the nodes of the beam where an impact is detected within tolerance \( e \). For simplicity of presentation, it is assumed that all the impacts during this time interval \( \Delta \tau \) involve collision of the beam with the lower obstacle; the development can be generalized readily for the case of unilateral constraints on both sides of the beam. In the second step, velocity \( \dot{u}_{k+1} \) and impulse \( \lambda_{k+1} \) are computed by using the momentum balance in Eq. (40).

\[ \dot{u}_{k+1} - \dot{u}_k = -M^{-1}[(Ku_{k+1/2} - q_{k+1/2}) \Delta \tau + \lambda_{k+1}] \quad (42) \]

where the integrals in Eq. (40) have been evaluated by using the trapezoidal rule, and Newton’s impact law is now formulated by using the projective equation

\[ \lambda_{k+1} = \text{prox}_{\mathcal{R}^+}[\lambda_{k+1} - r_{jk}^{k+1}] \quad (43) \]

where \( y_{jk+1} = \bar{u}_{ijk+1} + e \bar{u}_{ijk} \) with \( i \in \mathcal{L}_{k+1/2} \); and \( r \sim \max(M^{-1}) \) is a penalty parameter. In view of the nonlinear nature of Eq. (43), the set of algebraic equations in Eqs. (42) and (43) has to be solved iteratively by using, for example, fixed-point iterations. Solving Eqs. (42) and (43) is akin to adopting an augmented Lagrangian method [see Leine and Nijmeijer (2004) and Leine (2008) for a detailed explanation]. By formulating the impact law into a simple projective iterative equation, the initial constrained problem has been transformed into an unconstrained optimization problem.

Once the solution \( u_{k+1} \) and \( \lambda_{k+1} \) of Eqs. (42) and (43) has converged, the displacement \( u_{k+1} \) is updated according to

\[ u_{k+1} = u_k + \frac{1}{2}(u_k + u_{k+1}) \Delta \tau \quad (44) \]

The local truncation error for displacements \( u \) and velocity \( \dot{u} \) are \( \mathcal{O}(\Delta \tau^2) \) and \( \mathcal{O}(\Delta \tau) \), respectively, for smooth motion and \( \mathcal{O}(1) \), respectively, when impulsive motion is included (Studer 2009). The pseudocode of the Moreau midpoint time-stepping scheme is shown in Algorithm 1. The complete algorithm is called HeMo. The MATLAB code is available for download (Liakou et al. 2016).

### Algorithm 1. Pseudocode of Moreau’s Midpoint Time-Stepping Scheme

1. The collision points are checked at midpoint displacements \( u_{k+1/2} = u_k + \frac{1}{2} \dot{u}_k \Delta \tau \)

   If contact set \( \mathcal{L}_{k+1/2} = \{i | g_{k+1/2} \leq e\} \) is nonempty, move to 3; otherwise, go to 2.

2. Smooth motion:

   \[ u_{k+1} - u_k = -M^{-1}[(Ku_{k+1/2} - q_{k+1/2}) \Delta \tau + \lambda_{k+1}] \]

3. Impact motion:

   \[ u_{k+1} - u_k = -M^{-1}[-(Ku_{k+1/2} - q_{k+1/2}) \Delta \tau + \lambda_{k+1}] \]

   \[ \lambda_{k+1} = \text{prox}_{\mathcal{R}^+}[\lambda_{k+1} - r_{jk}^{k+1}] \]

   where \( n \) = index of iterations

   The iteration procedure continues until convergence, \( \|\lambda_{k+1} - \lambda_{k+1}^n\| \leq e \)

4. Update displacements:

   \[ u_{k+1} = u_k + \frac{1}{2}(u_k + u_{k+1}) \Delta \tau \]

5. Next step

Moreau-Jean’s \( \theta \)-scheme, a variation of the Moreau time-stepping scheme, is presented in Appendix II, (Moreau and Panagiotopoulos 1988; Jean 1999). The two schemes have been applied to the subsequent numerical examples, but only results for the Moreau’s scheme are illustrated in “Numerical Results” section, as it is found that this scheme performs faster although less controllable in terms of energy dissipation.

The critical time step for the stability of the numerical scheme depends on the phase velocity, which itself is a function of the wavelength in beam models. For a Rayleigh beam model, which is governed by Eq. (4), the phase velocity is given by (Graff 1975)

\[ c = \frac{2\pi}{\sqrt{4\pi^2\beta^2 + \lambda^2}} \quad (45) \]

Compared with the Euler-Bernoulli beam, where high-frequency waves travel at unbounded phase velocity, the Rayleigh phase velocity saturates to \( c = \beta^{-1} \). This makes it possible to introduce a Courant-Friedrichs-Lewy (CFL) number defined as

\[ C = \frac{\Delta t}{\Delta x} \]

For the validation problem of a cantilever Rayleigh cantilever beam (discussed in “Cantilever Beam Subjected to Impulsive Force” section), \( \beta = 10 \ (\beta = 0.1) \). Furthermore, \( \Delta x/\Delta t = 0.0577 \) according to an eigenvalue analysis of the discrete beam
The influence of the spatial discretization can be assessed from Fig. 6, which shows the evolution of $u(1, \tau)$ over $\tau \in [0, 0.3]$ computed for $n = 100, 200,$ and $500$ and $\Delta \tau/\Delta x = 0.01$, together with the analytical solution, for a Rayleigh beam characterized by $\beta = 0.025$. In this figure, $\beta$ is small enough that the overall dynamic response of the Rayleigh beam is actually very close to that of an Euler-Bernoulli beam, as can be seen by comparing Figs. 5 and 6. There are few visual differences between the curves, suggesting that the overall response is already captured well with $n = 100$.

The discretization error is illustrated more rigorously in Fig. 7, in which the $L^2$-norm of the global numerical error $\|e_{i,k}\|$ is plotted versus $n$. $\|e_{i,k}\|$ decreases approximately as $n^{-1}$. The error $\|e_{i,k}\|$, evaluated over a fixed time interval $\tau$, is defined as

$$\|e_{i,k}\| = \left[ \Delta \tau \Delta x \sum_{i=1}^{m} \sum_{j=1}^{n-1} e_{i,k}^2 \right]^{1/2}$$
Fig. 8. History of displacement of end point of a cantilever beam vibrating between two discrete obstacles calculated with ABAQUS (kinematic and penalty method), by Dumont and Paoli (2015), and with the proposed algorithm HeMo

\[ e_{i,h} = \text{difference between the analytical and numerical solutions at } x = x_i, \text{ and } \tau = \tau_i; \text{ and } m = \tau/\Delta\tau = \text{number of time steps.} \]

The computational time required to calculate the responses shown in Fig. 6 is approximately 1 s for \( n = 100 \) and approximately 10 s for \( n = 500 \) on a computer equipped with an Intel Core i7-3630QM CPU (Santa Clara, California) clocking at 2.4 GHz with 8.00 GB of RAM.

**Vibrations of Euler-Bernoulli Beam Constrained by Two End Stops**

Consider now the problem of a cantilever Euler-Bernoulli beam fixed at \( x = 0 \) and subjected to a time-harmonic uniformly distributed load \( q(x, \tau) = \sin \omega \tau \) for \( \tau > 0 \), with the beam being initially at rest, i.e., \( u(x,0) = \dot{u}(x,0) = 0, x \in [0,1] \). The beam deflections are constrained by two punctual rigid obstacles located at \( \zeta(1) \) and \( \xi(1) \). This problem has been solved with a finite-element approach by Dumont and Paoli (2015), who combined some classical space discretizations (i.e., Hermite or B-spline polynomials) with velocity time-stepping schemes or a penalty method. Despite their somewhat unrealistic magnitude, the same parameter values are adopted for this study to enable comparison of the results; hence, in dimensionless form, \( \omega = 59.6 \), and \( \zeta(1) = -\xi(1) = 3.37 \times 10^{-4} \) [the gap distance had to be increased by a factor 10 to match Dumont and Paoli (2015) results]. The simulations were carried out with HeMo described in this paper and with ABAQUS using the penalty and kinematic methods.

In ABAQUS, the beam is modeled as a two-dimensional (2D) planar deformable beam element with a cylindrical section, while the punctual obstacles are constructed by using 2D planar analytical rigid elements. A “hard contact” was adopted for the interaction normal to the contact surface, and a “frictionless contact” for the tangential interaction. The dynamic response of the beam is computed with ABAQUS/Explicit. The default time step is assigned because it is consistent with the Courant number. For the penalty method, at least 200 elements are needed to capture the results, whereas the kinematic method requires less elements. To generate the results shown in Figs. 8 and 9, 400 elements were used for the computations with both methods.

The history of the displacement of the free end of the vibrating beam is shown in Fig. 8. The predictions made by using HeMo with \( n = 400, \Delta\tau/\Delta x = 0.001, \) and \( \epsilon = 0.5 \) are in good agreement with those obtained with the kinematic and penalty methods of ABAQUS. However, the Dumont and Paoli (2015) results show larger discrepancies compared with the other predictions, as can be observed in Fig. 8. The coefficient of restitution has hardly any effect on the dynamic response of the beam in this particular example.
Fig. 11. History of midspan displacement of a cantilever beam constrained by two walls, obtained with different methods

Table 1. CPU Time for HeMo Computations of the Dynamical Response of a Cantilever Beam Constrained by Two Discrete Stops

<table>
<thead>
<tr>
<th>Δτ/Δx</th>
<th>n = 50</th>
<th>n = 100</th>
<th>n = 200</th>
<th>n = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1.52</td>
<td>1.89</td>
<td>2.48</td>
<td>14.91</td>
</tr>
<tr>
<td>0.001</td>
<td>2.87</td>
<td>7.46</td>
<td>14.89</td>
<td>123.51</td>
</tr>
</tbody>
</table>

Fig. 12. Deflection profiles of the cantilever beam, u(x, τ), at various times: (a) τ = 0.0337 and m = 10; (b) τ = 0.0340 and m = 25; (c) τ = 0.0347 and m = 60; (d) τ = 0.0353 and m = 28; (e) τ = 0.0360 and m = 20; (f) τ = 0.0380 and m = 18 (n = 400; Δτ/Δx = 0.001; ε = 0.5; and m = number of contacts)

Vibrations of a Euler-Bernoulli Beam Constrained by Two Walls

Finally, consider a problem similar to the previous one, but now with two walls equally distant from the beam in its undeformed configuration constraining its motion, i.e., \( \ddot{z}(i) = -\ddot{z}(i) = 3.37 \times 10^{-4} \) for \( i \in [1, n + 1] \) [Fig. 4(b)].

The history of the displacement at the midspan of the beam, \( u(0.5, \tau) \), computed with HeMo (n = 400 and \( \Delta\tau/\Delta x = 0.001 \)) and with ABAQUS (using also 400 elements) is shown in Fig. 11.
Table 2. CPU Time for HeMo Calculations of the Cantilever Beam Constrained by Two Walls

<table>
<thead>
<tr>
<th>Δτ/Δx</th>
<th>n = 50</th>
<th>n = 100</th>
<th>n = 200</th>
<th>n = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>7.91</td>
<td>21.07</td>
<td>36.24</td>
<td>65.76</td>
</tr>
<tr>
<td>0.001</td>
<td>20.13</td>
<td>50.09</td>
<td>58.99</td>
<td>217.41</td>
</tr>
</tbody>
</table>

In contrast to the previous problem, in this case, the coefficient of restitution e has a nonnegligible influence on the dynamic response of the beam. For e = 1, the response computed with HeMo compares well with that predicted by ABAQUS using the penalty method; however, for e = 0, the response is closer to that computed by ABAQUS with the kinematic method. Nonetheless, the global response remains similar irrespective of e.

Fig. 12 illustrates the deflection of the beam at a few times closely after the first impact; the caption of the figure gives the number of nodes in contact at each time. The contact first takes place at approximately places at approximately 0.001 20.13 50.09 58.99 217.41. The contact is not continuous, however, as the beam can be seen in Figs. 12(c–f) to be detached from the wall at various places. These results confirm the robustness of the algorithm in its ability to handle multiple contacts/impacts simultaneously.

The CPU time for the HeMo calculations is provided in Table 2 for various combinations of n and Δτ/Δx.

Conclusions

This paper has described a numerical method to simulate the collision of a beam with rigid obstacles. The method is based on three building blocks: (1) a low-order discretization scheme that maximizes the number of nodes of the discrete beam, where impacts are detected, at the expense of the degree of continuity of the constructed displacement field; (2) the transformation of a unilateral constrained problem into an unconstrained one by using the proximal point formulation of the Signorini-type law governing the impact; and (3) the implementation of Moreau’s midpoint time-stepping scheme that decomposes the motion into smooth and nonsmooth components. The algorithm was validated first on the nonimpact problem of a cantilever Rayleigh beam subjected to an impulsive discrete load. Then the problem of a cantilever beam vibrating between two symmetrically located stops was analyzed. Both cases of discrete and continuous obstacles were considered, and the numerical predictions compared with published results or those obtained with a commercial code. The examples confirm the computational speed and robustness of the proposed technique and also show that multiple quasi-simultaneous impacts and prolonged contact can be handled efficiently by the algorithm.

Appendix I. Free and Forced Vibration of Cantilever Rayleigh Beam

The equations governing the free vibrations of a cantilever Rayleigh beam consist of the homogeneous equation of motion

$$\frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial t^2} - \beta^2 \frac{\partial^4 u}{\partial x^4 \partial t^2} = 0$$  (46)

and the boundary conditions

$$u = \frac{\partial u}{\partial x} = 0, \text{ at } x = 0$$  (47)

$$\frac{\partial^2 u}{\partial x^2} = \frac{\partial^3 u}{\partial x^3} - \beta^2 \frac{\partial^4 u}{\partial x^4 \partial t^2} = 0, \text{ at } x = 1$$  (48)

Assuming separation of variables, substitution of $$u(x, t) = U(x)T(t)$$ into Eq. (46) gives

$$\frac{d^2 U}{dx^2} - \beta^2 \frac{d^2 U}{dx^2} = \frac{d^2 T}{dt^2} = \omega^2$$  (49)

which leads to the following two equations:

$$\frac{d^2 T}{dt^2} + \omega^2 T = 0$$  (50)

$$\frac{d^2 U}{dx^2} - \omega^2 \left(U - \beta^2 \frac{d^2 U}{dx^2}\right) = 0$$  (51)

The solution of Eq. (50) is of the form

$$T(t) = A \sin \omega t + B \cos \omega t$$  (52)

where A, B = unknown coefficients to be determined by the initial conditions. Additionally, setting $$U(x) = e^{ix}$$ into Eq. (51) leads to

$$s^4 + \omega^2 \beta^2 s^2 - \omega^2 = 0$$

which has two families of roots

$$a = \sqrt{\left(\frac{\omega^2 \beta^2}{2}\right) + \sqrt{\left(\frac{\omega^2 \beta^2}{2}\right)^2 + \omega^2}}$$

$$b = \sqrt{\left(-\frac{\omega^2 \beta^2}{2}\right) + \sqrt{\left(\frac{\omega^2 \beta^2}{2}\right)^2 + \omega^2}}$$

noting that

$$\omega = \sqrt{\frac{a^2 - b^2}{\beta^2}}$$

Thus, the general form of the eigenfunctions can be expressed as

$$U(x) = C_1 \sin ax + C_2 \cos ax + C_3 \sinh bx + C_4 \cosh bx$$  (53)

Using Eq. (53) with the boundary conditions in Eqs. (47) and (48) leads to the frequency equation

$$2a^2b^2 + (a^4 + b^4) \cos ab + (b^2 - a^2)ab \sin a \sinh b = 0$$  (54)

which has an infinite spectrum of discrete roots $$\omega_i, i = 1, \infty$$. The roots depend on the slenderness ratio $$\beta^2$$. As $$\beta \to 0, a \to b$$, the contribution of the rotational mass becomes negligible, and the Rayleigh beam degenerates to the Euler-Bernoulli beam, which is characterized by only one wave number.

Consider now two eigenfrequencies ($$\omega_j$$ and $$\omega_i$$) solutions of Eq. (54) and the corresponding normal modes [$$U_j(x)$$ and $$U_i(x)$$], which both satisfy Eq. (51). To derive the orthogonality relations, multiply Eq. (51) expressed in terms of $$U_i(x)$$ by $$U_j(x)$$, and integrate it over the total length of the beam. After applying an integration by parts, one obtains

$$\int_0^1 U_i \frac{d^2 U_j}{dx^2} dx = \left[U_i \frac{d^2 U_j}{dx^2} - dU_i \frac{d^2 U_j}{dx^2}\right]_0^1 + \int_0^1 \frac{d^2 U_j}{dx^2} \frac{d^2 U_i}{dx^2} dx$$  (55)
\[
\int_0^1 \omega_i^2 U_j \left( U_i - \beta^2 \frac{d^2 U_i}{dx^2} \right) dx = \int_0^1 \omega_i \left( U_i U_j + \beta^2 \frac{dU_i}{dx} \frac{dU_j}{dx} \right) dx - \omega_i^2 \beta U_j \frac{dU_j}{dx} \left|_{0}^{1} \right.
\]

(56)

where the left and right sides of Eq. (51) are shown separately for clarity. By applying the boundary conditions, Eqs. (55) and (56) become

\[
\int_0^1 \frac{d^2 U_i}{dx^2} \frac{d^2 U_j}{dx^2} dx = \int_0^1 \omega_i^2 \left( U_i U_j + \beta^2 \frac{dU_i}{dx} \frac{dU_j}{dx} \right) dx
\]

(57)

Similarly

\[
\int_0^1 \frac{dU_i}{dx} \frac{dU_j}{dx} dx = \int_0^1 \omega_j \left( U_i U_j + \beta^2 \frac{dU_i}{dx} \frac{dU_j}{dx} \right) dx
\]

(58)

In view of Eqs. (57) and (58), one derives the orthogonality relation for \( \omega_i \neq \omega_j \)

\[
\int_0^1 \left( U_i U_j + \beta^2 \frac{dU_i}{dx} \frac{dU_j}{dx} \right) dx = 0
\]

(59)

By normalizing the \( n \)th model of \( U_i(x) \) as

\[
\int_0^1 U_i^2 + \beta^2 \frac{dU_i}{dx} \frac{dU_i}{dx} dx = 1
\]

(60)

the final form of the orthogonality relation becomes

\[
\int_0^1 \left( U_i U_j + \beta^2 \frac{dU_i}{dx} \frac{dU_j}{dx} \right) dx = \delta_{ij}
\]

(61)

where \( \delta_{ij} \) = Kronecker delta.

The general solution of a freely vibrating Rayleigh beam finally can be expressed as

\[
\dot{u}(x, \tau) = \sum_{i=1}^{\infty} \dot{U}_i(x) (A_i \sin \omega_i \tau + B_i \cos \omega_i \tau)
\]

(62)

Finally, consider a cantilever Rayleigh beam subjected to an impulsive force (\( \lambda = 1 \)) at its free end. The equation of motion, the solution of

\[
\frac{\partial^4 u}{\partial x^4} + \frac{\partial^2 u}{\partial \tau^2} - \beta^2 \frac{\partial^2 u}{\partial x^2 \partial \tau^2} = \delta(\tau) \delta(x - 1)
\]

(63)

is expressed as a linear combination of the normal modes, i.e.

\[
u(x, \tau) = \sum_{i=1}^{\infty} U_i(x) T_i(\tau)
\]

(64)

Substituting Eq. (64) into Eq. (63), which then is multiplied by \( U_i \) and integrated over \([0,1]\) leads to

\[
\frac{d^2 T_i}{d\tau^2} + \omega_i^2 T_i = U_i(1) \delta(\tau)
\]

(65)

after using Eq. (51) in combination with the orthonormality condition in Eq. (61). Assuming that the beam is initially at rest, the solution of Eq. (65) is

\[
T_i(\tau) = \frac{U_i(1)}{\omega_i} \sin \omega_i \tau
\]

(66)

which provides the complete solution after substituting Eq. (66) into Eq. (64). More details can be found in Rao (2007).

### Appendix II. Moreau-Jean \( \theta \)-Method

The Moreau-Jean \( \theta \)-method is an Index 2 implicit time-stepping scheme. The local error estimate is the same as Moreau’s for the impulsive motion. This appendix only summarizes the main results obtained with this method [see Acary (2010) for details]. With this scheme, the equation of motion and the time discretization scheme become

\[
u_{k+1} - \nu_k = M^{-1} \left( -K (U_{k+\theta} - q_{k+\theta}) \Delta \tau + \lambda_{k+1} \right)
\]

(67)

\[
u_{k+1} - \nu_k = \Delta \tau \theta (U_{k+1} + (1-\theta)U_k)
\]

(68)

where the internal and external forces are expressed at a certain time along the time step by using the same interpolation,

\[
K U_{k+\theta} = \theta K U_{k+1} + (1-\theta) K U_k
\]

(69)

\[
q_{k+\theta} = \theta q_{k+1} + (1-\theta) q_k
\]

(70)

which leads to

\[
u_{k+1} - \nu_k = \hat{M}^{-1} \left( -K (U_k + \theta \Delta \tau \nu_k) - q_{k+\theta} \Delta \tau + \lambda_{k+1} \right)
\]

(71)

and \( \hat{M} \) is the iteration matrix

\[
\hat{M} = M + \theta^2 \Delta \tau^2 K
\]

(72)

The contact detection also is performed at the midpoint time. The steps of the Moreau-Jean \( \theta \)-method are summarized in Algorithm 2.

### Algorithm 2. Moreau-Jean’s \( \theta \)-Scheme

1. The collision points are checked at midpoint time

\[
u_{k+1/2} = \nu_k + \nu_{k+1} \frac{\Delta \tau}{2}
\]

If contact set \( J_{k+1/2} \neq \emptyset \) is nonempty, move to 3; otherwise, go to 2.

2. Smooth motion:

\[
u_{k+1} - \nu_k = -\hat{M}^{-1} \left( -K (U_k + \theta \Delta \tau \nu_k) - q_{k+\theta} \Delta \tau \right)
\]

3. Impact motion:

\[
u_{k+1} - \nu_k = \hat{M}^{-1} \left( -K (U_k + \theta \Delta \tau \nu_k) - q_{k+\theta} \Delta \tau + \lambda_{k+1} \right)
\]

\[
\lambda_{k+1} = \text{prox}_{\epsilon} \left( \lambda^0_{k+1} - r \nu_{k+1} \right)
\]

where \( \hat{M} = M + \theta^2 \Delta \tau^2 K \); the iteration matrix, \( n \): number of iterations

\[
\text{The iteration procedure proceeds until convergence, } ||\lambda_{k+1}^n - \lambda_{k+1}^n|| \leq \epsilon
\]

4. Update displacements:

\[
u_{k+1} = \nu_k + \Delta \tau \theta (U_{k+1} + (1-\theta)U_k)
\]

5. Next step

This method has been implemented and applied to analyze the cantilever beam impacting the two stops. The dynamic response of the beam is virtually identical to the response obtained with Moreau’s scheme. Again, the choice of parameter \( \theta \) and coefficient of restitution \( e \) do not play an important role in the final result for this particular problem. For the problem of the cantilever beam constrained by two continuous walls, the Moreau-Jean \( \theta \)-method also compares well with the kinematic (for \( \theta = 1 \) and \( e = 0 \)) and penalty (for \( \theta = 1 \) and \( e = 1 \)) methods of \( \text{ABAQUS} \). In terms of computational time, the Moreau-Jean \( \theta \)-method is slower than the Moreau scheme but is still faster than Dumont and Paoli.
(2015). A comparison between the two schemes in terms of CPU time is presented in Tables 3 and 4 for constant ratio Δτ/Δx = 0.01 and for a representative value of the coefficient of restitution, e = 0.5.

Besides the speed of the algorithm to complete the simulation, energy considerations also could influence the final choice of a time integrator. It is commonly recognized that energy conservation is a desired feature of a time integrator; in some instances, the possibility of adding a slight controllable amount of numerical dissipation is also appealing to ensure stability of the scheme in more complex nonlinear configurations.

For a rigid body motion, the Newton impact law for e = 1 theoretically ensures that the energy remains constant for free vibration if there is no damping. This is not the case when the Newton impact law is applied to deformable bodies. The violation of the contact constraint at a specific point affects the velocity and, accordingly, the position of the adjacent points through the stiffness and mass matrices, K and M, as they are not diagonal matrices.

Fig. 13 shows the time evolution of the total mechanical energy of the beam, defined as

\[ E = \frac{1}{2} u^T M u + \frac{1}{2} u^T K u \]  

(73)
as calculated by using the Moreau and Moreau-Jean θ-schemes, for the problem of the cantilever beam vibrating between two stops. Calculations were carried out with Δτ/Δx = 0.001, e = 1, n = 200 and 300 for θ > 0.5, and n = 200 for θ ≤ 0.5. Energy dissipation is observed and is reduced when the number of elements increases. For the Moreau-Jean θ-method, the choice of parameter θ is also important. The energy is not bounded; therefore, the scheme is unstable for θ < 0.5. Energy is conserved for e = 1 when θ = 0.5 [see also Acary (2014)].

Table 3. Comparison of CPU Time for Punctual Obstacle between Midpoint and θ-Method (θ = 1) for Δτ/Δx = 0.01

<table>
<thead>
<tr>
<th>Schemes</th>
<th>n = 50</th>
<th>n = 100</th>
<th>n = 200</th>
<th>n = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midpoint</td>
<td>1.52</td>
<td>2.19</td>
<td>2.48</td>
<td>14.91</td>
</tr>
<tr>
<td>θ-method</td>
<td>1.38</td>
<td>2.61</td>
<td>7.90</td>
<td>52.19</td>
</tr>
</tbody>
</table>

Table 4. Comparison of CPU Time for Continuous Obstacle between Midpoint and θ-Method (θ = 1) for Δτ/Δx = 0.01

<table>
<thead>
<tr>
<th>Schemes</th>
<th>n = 50</th>
<th>n = 100</th>
<th>n = 200</th>
<th>n = 400</th>
</tr>
</thead>
<tbody>
<tr>
<td>Midpoint</td>
<td>7.91</td>
<td>21.07</td>
<td>36.24</td>
<td>65.76</td>
</tr>
<tr>
<td>θ-method</td>
<td>5.52</td>
<td>29.97</td>
<td>94.79</td>
<td>269.56</td>
</tr>
</tbody>
</table>

Fig. 13. Time evolution of the total mechanical energy; dashed line indicates Moreau’s midpoint method, and solid line indicates Moreau-Jean’s θ-method
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