Probing the low-frequency vortex dynamics in a nanostructured superconducting strip
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We investigate by scanning susceptibility microscopy the response of a thin Pb strip, with a square array of submicron antidots, to a low-frequency ac magnetic field applied perpendicularly to the film plane. By mapping the local permeability of the sample within the field range where vortices trapped by the antidots and interstitial vortices coexist, we observed two distinct dynamical regimes occurring at different temperatures. At a temperature just below the superconducting transition, \( T/T_c = 0.96 \), the sample response is essentially dominated by the motion of highly mobile interstitial vortices. However, at a slightly lower temperature, \( T/T_c = 0.93 \), the interstitial vortices freeze up leading to a strong reduction of the ac screening length. We propose a simple model for the vortex response in this system which fits well to the experimental data. Our analysis suggests that the observed switching to the high mobility regime stems from a resonant effect, where the period of the ac excitation is just large enough to allow interstitial vortices to thermally hop through the weak pinning landscape produced by random material defects. This argument is further supported by the observation of a pronounced enhancement of the out-of-phase response at the crossover between both dynamical regimes.

PACS numbers: 74.78.Na 74.78.Fk 74.25.Dw 74.25.Op

I. INTRODUCTION.

The dynamics of vortices in type-II superconductors strongly depends on the nature and distribution of disorder. A powerful method to probe the physical mechanisms ruling the dynamics and dissipation of these systems consists in disturbing the vortex ensemble periodically (e.g. by an oscillating magnetic field or current) at a time scale comparable with the characteristic time of the dynamical process under consideration while simultaneously acquiring the in-phase and out-of-phase responses.

Since the vast majority of the techniques implementing the above described method involve large amounts of vortices, theoretical models need to be applied to derive, in most cases, a rather crude picture of the microscopic vortex physics (see for instance Ref. and references therein).

The ac-susceptibility technique uses a small alternating magnetic field excitation and measures the total phase-locked flux change through a pickup coil surrounding the whole sample. Traditionally one records the in-phase and out-of-phase magnetic response, as they are related respectively to the macroscopic shielding abilities and the overall energy losses in the sample. The drawback of using such a global method is the indirect relationship with the periodic motion of the vortices within the sample, as this zero-mean displacement does not result in a net flux change. However, the pickup coil is sensitive to possible changes in the ac-penetration depth (i.e. the total sample’s impedance or screening ability) induced by the vortex dynamics. As such, macroscopic ac-susceptibility measurements can provide us only indirect, sample-averaged information about the microscopic vortex motion.

The incapacity to resolve the ac-response of a single vortex and the indirect relation between the vortex dynamics and the integrated response can be circumvented by the scanning ac-susceptibility microscopy (SSM) technique, which allows to probe the in- and out-of-phase response to an applied ac magnetic field or current with single-vortex resolution. In contrast to standard susceptibility measurements, in SSM the periodic change in flux due to vortex motion and screening currents is measured locally by scanning a submicron-sized Hall probe over the surface, thereby revealing the microscopic vortex response. Moreover, the screening current response imaged close to the border, also probed in classical macroscopic ac-susceptibility experiments, can be cross-correlated with the present vortex physics and the theoretical models describing them.

In this work, we use the SSM technique to investigate the response of a nano-structured superconductor having a square lattice of antidots. A prominent feature of these systems is the typically very different mobility of vortices strongly pinned at the antidots and those sitting at the interstitial positions, which probe a smooth “cage” potential produced by the vortices at the antidots. This reflects in different (according to whether or not interstitial vortices are present) scenarios of the sample response to an excitation, as indeed observed in a great deal of macroscopic ac-susceptibility experiments. The interpretation of the different dynamical regimes usually ig-
nores the random pinning potential produced by sample inhomogeneities, considered negligible at the temperatures where the experiments are carried out. However, at least for experiments performed within the linear regime, where vortices are driven close to their equilibrium positions by very small driving forces, the weak material pinning might become important or even dominant.

Although the effect of quenched disorder in hardpinning, nanostructured Nb films has already been investigated, it should be noted that, so far, the interplay of all relevant energy scales, vortex-antidot, vortex caging, vortex-random pinning, and thermal fluctuations, has not been fully addressed, neither experimentally nor theoretically. Here, we take profit of the local character of the SSM technique to tackle this problem on scales smaller than the screening length, which allows to map in detail the contribution of the vortex dynamics to the ac permeability for different fields and temperatures. We consider a nanostructured film made of Pb, a well-known soft-pinning material, and find that pinning by material defects in this sample, as well as thermal activation processes, dominate the low-frequency linear response even at temperatures very close to $T_c$, where quenched disorder is traditionally neglected.

The paper is organized as follows. In Sect. II, we revisit the general problem of the linear response of a superconducting strip and propose a simple method to calculate the ac magnetic permeability in terms of the vortex-antidot, vortex-cage, and vortex-defects coupling constants. This sets the general theoretical framework within which the experimental results will be interpreted. The results of the SHPM experiments, performed in both dc and ac modes, are presented in Sec. III. In Sec. IV, we discuss the procedure for fitting the model to the experimental data, which allows us to quantitatively estimate all relevant elastic constants and thereby unveil the interplay between all these energy scales. The conclusions are presented in Sec. V.

II. THEORETICAL FRAMEWORK

A. Linear response of a thin strip

We consider a thin superconducting strip of width $2a$ and thickness $d \ll \lambda$, subjected initially to a perpendicular dc magnetic field $H = H_{dc}\hat{z}$ and define the superconducting sheet current $J = \int dz \hat{z} \approx j \hat{z}$, with $j$ the local supercurrent density. In such geometry, the stationary sheet current distribution satisfies the nonlocal London equation,

$$\Lambda \frac{\partial j}{\partial t} = H_{dc} - \mu_0^{-1} B_v + \frac{1}{2\pi} \int_{-a}^{a} \frac{J(x')}{x-x'} dx', \tag{1}$$

where $\Lambda = \lambda^2/d$ is the effective London penetration depth, $B_v$ is the local flux density induced by vortices. The nonlocal character of Eq. (1) comes from the last term, which corresponds to Ampere’s law and gives the magnetic field produced by the sheet current flowing in the superconductor. However, we are interested in finding the (steady state) time evolution of the sheet current as the system is dynamically disturbed by an alternating drive. That is, we seek for an ac version of Eq. (1). For this, we follow below a procedure similar to that described in Ref. 20.

One can establish the connection between the vortex dynamics and the electromagnetic fields in a superconductor with the London equation relating the electric field and the current density

$$E = B_v \times v + \mu_0 \lambda^2 \frac{\partial j}{\partial t}, \tag{2}$$

where the first term represents the electric field induced by the moving vortices (with local mean speed $v$ and flux density $B_v$) averaged over scales larger than the intervortex spacing, while the second term accounts for the contribution of the Meissner effect. This local relation is due to the fact that in the first term the main contribution for the electric field comes from processes occurring inside the vortex cores.

When a sufficiently small excitation $h(t) = \hat{z} h_{ac} e^{i\omega t}$ is superimposed with the dc field, the induced sheet current takes the form $J(t) = J_{dc} + J_{ac}(\omega) e^{i\omega t}$, where $J_{ac}(\omega)$ is in general complex, which accounts for a possible phase lag with respect to $h(t)$. In addition, within the mean-field approximation, vortices respond linearly and the time dependence of their displacement field can be expressed quite generally as $u(t) = u(\omega) e^{i\omega t}$, with

$$u(\omega) = \mu_v(\omega) J_{ac}(\omega) \times \hat{z}, \tag{3}$$

where $\mu_v(\omega)$ is the vortex response function. In this limit, $v(t) = i\omega \mu_v(\omega) J_{ac} \times \hat{z} e^{i\omega t}$ and $\partial j/\partial t \approx i\omega (J_{ac}/d) e^{i\omega t}$, which by substitution in Eq. (2) leads to a complex Ohm’s law (here expressed in the frequency domain):

$$E(\omega) = i\omega \mu_0 \Lambda_{ac}(\omega) J(\omega), \tag{4}$$

where $\Lambda_{ac}(\omega)$ is the complex screening length, given by

$$\Lambda_{ac}(\omega) = \Lambda + \Lambda_v(\omega), \quad \text{with} \quad \Lambda_v(\omega) = \frac{B_v}{\mu_0} \mu_v(\omega). \tag{5}$$

At this point, we will further assume a uniform vortex distribution (uniform $B_v$), as is approximately the case for field-cooled experiments. Within this approximation, $\Lambda_{ac}$ is a position independent parameter. In fact, as we shall discuss later (cf. Sec. IIIB), the vortex distribution can be depleted within a distance $\sim \Lambda$ close to the sample edge. This leads to a position-dependent $\Lambda_v$. However, in our sample, the effect of this flux depleted region can be neglected (see the Supplemental Material for more details).
Within the approximations described above, the ac vortex dynamics can be inferred from measurements of the effective impedance (ac resistivity) of the sample, since \( \rho_{ac}(\omega) = \omega j \mu_0 d \Lambda_{ac}(\omega) \). For instance, for the cases where vortices are immobile due to very strong pinning or absent in the sample, \( \rho_{ac} = \omega j \mu_0 \lambda^2 \) is purely imaginary and the sample is in a dissipation-free Meissner state. More generally, however, vortex motion induces dissipation resulting in an additional, complex screening length, \( \Lambda_{ac}(\omega) \), which ultimately leads to a phase-lagged (complex) current distribution throughout the sample.

For a long, thin strip, \( J = J(x)\hat{y} \) by symmetry and the relation between the \( z \) component of the local magnetic induction, \( b_z(x) \), and the sheet current, \( J(x) \), follows from Ampère’s Law:

\[
\mu_0^{-1} b_z(x) = H + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{J(x')}{x-x'} dx',
\]  

(6)

By taking the time derivative of Eq. (6) and using Faraday’s law, \( b_z = -\partial E/\partial x \), and the material relation [Eq. (4)], one obtains an equation for \( J_{ac}(x, \omega) \):

\[
\Lambda_{ac} \frac{\partial J_{ac}}{\partial x} = h_{ac} + \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{J_{ac}(x', \omega)}{x-x'} dx'.
\]

(7)

This equation is formally identical to the Meissner (\( B_v = 0 \)) version of Eq. (1), except that here the effective penetration depth, \( \Lambda \), is replaced by the complex screening length, \( \Lambda_{ac} \). For a long, thin strip, Eq. (7) was derived before by Brandt.\textsuperscript{11,29}

Exact analytical solutions to Eq. (7) are only available for the limiting cases \( \Lambda = 0 \) and \( \Lambda \to \infty \).\textsuperscript{11,29} Therefore, in general, \( J(x) \) is to be determined by numerical inversion of Eq. (7), which can be computationally demanding. However, an empirical interpolation formula proposed by Vodolazov and co-workers\textsuperscript{31,32} provides a very useful approximate solution for the dc version of Eq. (7) [i.e. for Eq. (1) with \( B_v = 0 \)] which covers a wide range of the superconducting strip parameters. We have found (c.f. below) that this approximate solution for the dc Meissner sheet current, which is a real function of real \( \Lambda \), can be extended to the complex \( \Lambda_{ac} \) plane and is also an excellent approximation for the complex ac sheet current, that is

\[
J_{ac}(x, \omega) \simeq \frac{h_{ac} x}{\sqrt{\alpha (a^2 - x^2) + 2\beta a \Lambda_{ac}(\omega)}}.
\]

(8)

where the empirical parameters \( \alpha = 1/4 - 0.45(\Lambda_{ac}/a)^{0.5} + 0.69(\Lambda_{ac}/a)^{0.8} \) and \( \beta = 1/2\pi + \Lambda_{ac}/2a \) are the same obtained\textsuperscript{31,32}, but with \( \Lambda \) replaced by its complex counterpart \( \Lambda_{ac} \).

In Fig. 1 we present the profiles of the local magnetic permeability \( h_{ac}(x)/h_{ac} \) of a superconducting strip, which is the typical quantity accessed in ac susceptibility imaging experiments, using either scanning Hall probes or SQUIDs.\textsuperscript{33,34,35} This quantity was calculated for different values of \( \Lambda \) and \( \Lambda_{ac} \), covering 0.05\( a \leq |\Lambda_{ac}| \leq 2.5a \), at a height \( z_0 = 0.005a \) above the plane of the strip. This value for \( z_0 \) is close to the typical probe height used in our experiments.\textsuperscript{33} The real \((b')\) and imaginary \((b'')\) parts of \( b_{ac}(x) \) were obtained by numerically integrating Ampère’s law,

\[
b_{ac}(x, z_0) = \mu_0 h_{ac} + \frac{\mu_0}{2\pi} \int_{-\infty}^{\infty} \frac{(x - x') J_{ac}(x')}{(x - x')^2 + z_0^2} dx',
\]

(9)

and using the sheet current calculated numerically from Eq. (7) (dashes) and its analytical approximation, Eq. (8) (full lines). It is clear that, within a broad range of scenarios for the ac screening length, Eq. (8) provides an excellent approximation to the linear ac response of a superconducting (or metallic, for that matter) strip.

It is instructive to go further and analyze separately the contribution of vortices to the ac response, \( b_v \). This can be accomplished easily by noticing that \( b_{ac} = b_M + b_v \), where \( b_M \) is the response of the Meissner screening currents, which can be obtained by setting \( \Lambda_{ac} = 0 \) in Eq. (9) (that is, by ignoring vortex motion). Since \( b_M \) is purely inductive (real), we have

\[
b_v = b_v' + ib_v'' = (b' - b_M) + ib''.
\]

(10)
The profiles of \( b'_v \) and \( b''_v = b'' \) are depicted in the middle and bottom panels of Fig. 1, respectively. In particular, in the regions near the sample edge, \( b'_v \) and \( b''_v \) are very sensitive to the specific value of \( \Lambda_v \). Typically \( b'_v \) (\( b''_v \)) presents a strong negative (positive) signal near the sample edge that changes to positive (negative) when entering the superconductor from outside in. This suggests that imaging experiments performed in this area can reveal valuable information regarding the vortex dynamics in the sample.

Eq. (7) and its approximate solution, Eq. (8), provide a general picture of the macroscopic response of thin, wide strips of any type-II material as long as the linear approximation can be used. Now the problem is reduced to finding the complex ac screening length \( \Lambda_{ac} \), which is associated with the vortex dynamical response function through Eq. (5).

**B. Response function of a nanostructured superconducting strip**

We consider a superconducting strip with a square array of artificial pinning centers regularly spaced by the lattice constant \( a_p \). We assume the artificial traps saturate above one flux quantum per trap, in a way that above the first matching field \( B_1 = \phi_0/a_p^2 \) (where \( a_p \) is the lattice constant of the square pinning array) vortices not fitting the traps occupy the interstitial positions.

In order to estimate the response function and thereby the ac penetration depth of this nanostructured superconducting film, we use the two-species model introduced in Ref. 24. In short, this model considers the vortex lattice as comprising a sublattice of vortices trapped in the antidots and a sublattice of interstitial vortices. Both sublattices are assumed to move rigidly and are connected elastically to each other via vortex-vortex interactions. This is a good approximation at the first and second matching fields, where the sublattices are, typically, square lattices and vortex-vortex interactions within each sublattice cancels out. This is not the case at non-matching fields. However, we keep this approximation in the whole \( 0 < B < 2B_1 \) field range in the expectation that the dynamical response at non-matching fields will be captured at least qualitatively.

Within the two-species model, the interstitial vortices are subjected to a cage potential induced by the pinned vortices, while the pinned vortices probe in turn a potential energy resulting from the superposition of the artificial pinning potential and the cage induced by the interstitial vortices (see for instance Refs. 12 and 24 for more details). A schematic representation of the potential energies of each vortex species is depicted in Fig. 2 (thin red curves).

In what follows, we will extend the two-species model in order to include explicitly the effect of natural sample inhomogeneities. These induce a random pinning potential that superimposes to the potential energies considered in the original two-species model. Cartoons of the total energy potentials are depicted in Fig. 2 as the thick blue lines. The typical barriers, \( U_{p} \), of the random pinning landscape are expected to be small compared to the cage potential. However, the restoring force of a potential well near its local minimum is determined by its curvature, roughly given by \( U_{p}/r^2 \), where \( r \) the characteristic well size. For the cage potential, \( r \sim a_p \) whereas for a sample inhomogeneity \( r \sim \xi \), which is typically much smaller than \( a_p \). Therefore, the typical spring constant due to sample inhomogeneities can be considerably stronger than the cage spring constant. Moreover, because the energy barriers are typically small, thermal activation through the randomly distributed pinning centers can play an important role in the vortex dynamics.

Within the linear approximation, the equations of motion for the local displacement field of the pinned vortex sublattice \( (u_p) \) and the interstitial vortex sublattice \( (u_i) \) can be written as:

\[
\eta \ddot{u}_p = -\alpha_p u_p - \alpha_r u_p - (n - 1) \alpha_v (u_p - u_i) + \phi_0 J, \tag{11}
\]

\[
\eta \ddot{u}_i = -\alpha_r u_i + \alpha_v (u_p - u_i) + \phi_0 J, \tag{12}
\]

where \( n = B/B_1 \) is the occupation number, \( \alpha_p \) is the spring constant representing the interaction between a pinned vortex and an artificial pinning center, \( \alpha_r \) is the spring constant due to the cage potential, and \( \alpha_v \) represents the effect of weak random pinning. Following Brandt, \( \alpha_p \) is a time-dependent relaxing elastic coefficient which accounts for thermal activation processes over the random pinning landscape. In the frequency domain, it is given by

\[
\alpha_r(\omega) = \frac{\alpha_{r0}}{1 - i/\omega \tau}, \tag{13}
\]

\[
\eta \ddot{u}_p = -\alpha_p u_p - \alpha_r u_p - (n - 1) \alpha_v (u_p - u_i) + \phi_0 J, \tag{11}
\]

\[
\eta \ddot{u}_i = -\alpha_r u_i + \alpha_v (u_p - u_i) + \phi_0 J, \tag{12}
\]

where \( n = B/B_1 \) is the occupation number, \( \alpha_p \) is the spring constant representing the interaction between a pinned vortex and an artificial pinning center, \( \alpha_r \) is the spring constant due to the cage potential, and \( \alpha_v \) represents the effect of weak random pinning. Following Brandt, \( \alpha_p \) is a time-dependent relaxing elastic coefficient which accounts for thermal activation processes over the random pinning landscape. In the frequency domain, it is given by

\[
\alpha_r(\omega) = \frac{\alpha_{r0}}{1 - i/\omega \tau}, \tag{13}
\]

\[
\eta \ddot{u}_p = -\alpha_p u_p - \alpha_r u_p - (n - 1) \alpha_v (u_p - u_i) + \phi_0 J, \tag{11}
\]

\[
\eta \ddot{u}_i = -\alpha_r u_i + \alpha_v (u_p - u_i) + \phi_0 J, \tag{12}
\]
where \( \alpha_{r0} \) is the typical elastic constant of the weak pinning centers, \( \tau \sim (\eta/\alpha_{r0})e^{U_0/k_BT} \) is the hoping time, and \( U_0 \) is the typical energy barrier.

For the case of a small, low-frequency ac excitation, \( J = J_{ac}(x)e^{i\omega t} \) (\( \omega \ll (\alpha_p, \alpha_v, \alpha_{r0}) \)), one can neglect the flux-flow term in Eqs. (11) and (12). Within linear approximation, \( u_p(x,t) = u_p(x,\omega)e^{i\omega t} \) and \( u_i(x,t) = u_i(x,\omega)e^{i\omega t} \), this leads to the following solution for the pinned and interstitial vortex displacement fields:

\[
\begin{align*}
    u_p(x,\omega) &= \frac{(n\alpha_v + \alpha_r)\phi_0 J_{ac}(x)}{\alpha_p(\alpha_v + \alpha_r) + \alpha_r(n\alpha_v + \alpha_r)}, \\
    u_i(x,\omega) &= \frac{(\alpha_p + n\alpha_v + \alpha_r)\phi_0 J_{ac}(x)}{\alpha_p(\alpha_v + \alpha_r) + \alpha_r(n\alpha_v + \alpha_r)},
\end{align*}
\]

where the frequency dependence of \( \alpha_r \) is implicit.

The response function can now be obtained by evaluating the local center-of-mass displacement field, that is, \( u(\omega) = \frac{1}{\pi}[u_p + (n-1)u_i] \). From Eqs. (14) and (15):

\[
 \mu_v(\omega) = \frac{\phi_0}{\alpha_p(\alpha_v + \alpha_r) + \alpha_r(n\alpha_v + \alpha_r)} \left( 1 - \frac{1}{\pi} \right) \alpha_p + n\alpha_v + \alpha_r.
\]

Notice that from the linearity condition implicit in Eq. (3) the position dependence of \( \mu_v \) cancels out. Of course, this relies on the assumption that the coupling constants are themselves not position dependent, which is a reasonable approximation for uniform flux distribution.

It is also worth mentioning that, by taking \( \alpha_p, \alpha_v = 0 \), one recovers the single-species models, in which the whole dynamics is described in terms of a single elastic constant. Accordingly, in the low-frequency limit considered here one would have the well known Campbell response \( \mu_c(\omega) = \phi_0/\alpha_r(\omega) \), but with a dispersive, complex Labusch constant, given by Eq. (13), accounting for linear flux creep.

### III. SCANNING HALL PROBE EXPERIMENTS

#### A. Sample layout and equilibrium vortex configurations

The sample under investigation is a nano-structured high-quality Pb superconducting strip of width \( 2a = 600 \mu m \), and thickness \( d = 50 \text{ nm} \), see Fig. 3(a). The sample contains a square array of square antidots with an antidot void area of \( b^2 = 0.6 \times 0.6 \text{ \( \mu m \)^2} \), as obtained by electron-beam lithography and subsequent lift-off. The periodicity of the antidot lattice is \( \alpha_p = 3 \mu m \).

Thereby, the magnetic flux density at which the number of antidots coincides with the number of vortices is \( B_1 = \phi_0/\alpha_p^2 = 0.2298 \text{ mT} \). This particular sample layout is chosen as it is well studied in literature by macroscopic ac-susceptibility measurements. The sample was deposited on top of a SiO\(_2\) insulating substrate and covered by a Ge buffer layer of 60 nm to prevent oxidation. An additional gold layer of 50 nm covers the whole strip and allows to approach the sample surface in STM mode. Fig. 3(b) shows a representative atomic force microscopy image of the sample surface. In all cases the magnetic field (ac and dc) is applied perpendicularly to the plane of the film. The superconductor to normal transition at zero field occurs at \( T_c = 7.2 \text{ K} \) as measured by monitoring the in-phase and out-of-phase response to an applied ac magnetic field with the Hall probe while sweeping the temperature through the normal metal-to-superconductor transition.

We start by investigating the vortex distributions at \( T = 4.2 \text{ K} \) generated after field cooling (FC) at a given value of the applied dc magnetic field, \( H_{dc} \). This procedure guarantees uniform flux distribution (with macroscopic flux density \( B \approx \mu_0 H_{dc} \)) and thereby allows us to explore near to equilibrium vortex states, which are established at a temperature \( T_f \) close to \( T_c \). The corresponding vortex configuration is revealed by measuring the local (microscopic) magnetic induction, \( b_z(x,y) \), in a scan range of \( 16 \times 16 \mu m^2 \) with a submicron-sized Hall probe (\( 0.5 \times 0.5 \mu m^2 \)), approximately \( 1.2 \mu m \) above the sample surface. The mapping of \( b_z(x,y) \) was obtained using a modified low-temperature SHPM from Nanomagnetics Instruments. The above described procedure is followed for field values between \( H_{dc} = \pm 3.9 H_1 \) (with \( H_1 = B_1/\mu_0 \)) in steps of \( \Delta H_{dc} = +0.004 \text{ mT}/\mu_0 \), which is less than the field necessary to have one additional vortex per scan area \( \phi_0/(16 \times 16 \mu m^2) = 0.008 \text{ mT} \). Some selected experimental results are shown in Figs. 4 and 5.
obtained after field cooling down to $T$ = 2 K in presence of the indicated dc magnetic field $H = 0H_1, 1/4H_1, 1/3H_1, 1/2H_1, 2/3H_1$ and $H = 3/4H_1$. The open circles represent the antidot positions. The theoretical prediction of Ref. 40 is shown schematically above the respective circles representing the antidots occupied by a singly quantized vortex.

It is clear from Figs. 4 and 5 that the sample shows commensurability effects. Not only first matching is nicely present, also fractional matching features can be identified in agreement with previous theoretical predictions$^{10}$ (shown schematically in Fig. 4 for comparison). However, the commensurate vortex distributions at fractional matching fields present a considerable amount of structural defects, possibly reminiscent of domain formation. Just above the first matching field, the first interstitial vortices appear while upon further increasing the dc field a combination of interstitial and double quantized vortices (at the pinning sites) is established. This suggests that the saturation number $n_s$ of the antidots at the freezing temperature is $1 < n_s < 2$.

B. Scanning ac susceptibility images

We track the local ac-response of the different near-equilibrium vortex configurations obtained after the FC process described in Sec. III B using the scanning ac susceptibility microscopy (SSM) technique. The details of the technique can be found in Ref. 3. In summary, the superconducting sample is surrounded by a copper coil, which is mounted coaxially in the bore of the superconducting magnet and generates an ac field $h(t) = h_{ac} \cos \omega t$ parallel to the dc field. In all measurements we used $\mu_0 h_{ac} = 0.016$ mT. The time dependent local induction, $b_\kappa (\vec{r}, t)$, with $\vec{r} = (x, y, z_0)$, is picked up by the Hall probe at a height $z_0 = 1.5 \mu m$ above the sample surface, and analyzed by a lock-in amplifier using as a reference the applied ac magnetic field. The mapped first-order in-phase, $b'(x, y)$, and out-of-phase, $b''(x, y)$, Fourier components provide us with a first (linear) approximation to the local in-phase (inductive) and out-of-phase (dissipative) responses, respectively. The zeroth order (dc) component, $b_{dc}(x, y)$ maps the time averaged flux distribution. To avoid unwanted effects such as eddy current heating, the skin effect of the sample holder or the frequency dependence of the Hall probe sensitivity, we performed all measurements at a fixed low driving frequency of $f = \omega/2\pi = 77.123$ Hz. The dwell time at every pixel ($\tau_{pix}$) and the integration time of the lock-in ($\tau_{int}$) are chosen appropriately ($\tau_{pix}, \tau_{int} \gg 1/f$) and the measured phase between the picked up signal and the ac magnetic field drive is fixed above $T_c = 7.2$ K to zero.

Fig. 6 shows the maps of $b_{dc}(x, y)$ (first row), $b'(x, y)$, and $b''(x, y)$ acquired following the above described procedure for a few selected values of $H_{dc}$ at the temperatures $T = 6.7$ K ($T/T_c = 0.931$) and $T = 6.9$ K ($T/T_c = 0.958$) in a fixed area which includes the sample edge (represented in the images by the white lines). The estimated positions of the antidots are shown in order to help distinguish between trapped and interstitial vortices. In order to isolate the vortex contribution to the sample response, $b_\kappa(x, y)$, we have also subtracted the pure Meissner response, which corresponds to the in-phase response at $H_{dc} = 0$, following Eq. 10. Therefore, the third row represents the in-phase component of $b_\kappa$. Since the Meissner response is purely real, the fourth row, $b''(x, y)$ also represent the out-of-phase component of the vortex contribution. For a better visualization,
we reduced noise in all images using a $\sigma = 2$ gaussian smoothing. The images in rows 2 to 4 are in units of $\mu_0 h_{\text{ac}}$, so the numerical values depicted in the color bars represent the local magnetic permeability.

In contrast to the images acquired away from the sample edge (Figs. 4 and 5), the dc images shown in the first row of Fig. 6 reveal that the number of vortices near the sample edge is in general smaller than that expected for the external dc field value. This is consistent with molecular dynamics simulations of vortices in a superconducting slab with periodic pinning, which predicted that, for a wide range of applied field values, vortices distribute uniformly over the bulk of the sample, while near the sample surface the vortex density depletes considerably.\cite{43,44} Such configurations stem from the interplay between the pinning potential and the Bean-Livingston (B-L) barrier,\cite{44} which tends to keep vortices away from the sample surface within a distance of the order of $\Lambda = \lambda^2/d$.\cite{45,46} In the present case, since the field is applied perpendicularly to the sample, the width of the flux-depleted region is at least of the order of $\Lambda = \lambda^2/d$. Additional depletion can also be attributed to the long range nature of the screening current.\cite{37,38} However, the experimental observation in antidot systems of pronounced matching effects at values of the applied field that coincide with the expected flux-density, $\mu_0 H = nB_1$,\cite{39} suggests that the depletion zone is much narrower than the sample itself. In any case, as shown in the Supplemental Material, our results do not depend strongly on the width of the flux-depleted region.

Now we turn our attention to the ac response. We first note, at 6.7 K, a pronounced enhancement of the inductive response near the sample edge, which is the hallmark of the ac Meissner effect in strips, as discussed in Sec. II A. Such enhancement seems not to fade upon increasing the dc field. However, for $H_{dc} > 1.4H_1$, localized responses induced by the oscillation of a few interstitial vortices could be observed superimposed to the screening profile. The motion of these vortices can be better appreciated in the images of the in-phase and out-of-phase vortex responses (third and fourth rows, respectively), where the typical peak-valley pair profile, centered at the mean vortex position, reveals the direction of motion.\cite{39} The direction of motion is not exactly perpendicular to the sample border, because it is also influenced by the asymmetries in the local energy landscape probed by the
vortex. Since both components of the local permeability nearby the moving vortices are typically of the same order of magnitude, their motion is clearly phase lagged with respect to the ac excitation. If we take into account the very small frequency used in the experiment, this is a clear evidence of thermally activated hopping of these vortices. In addition, small permeability peaks at the sample edge can also be identified. We believe these are small nonlinear effects produced by vortices nucleating and annihilating at weak spots of the sample edge as the excitation field is cycled. Apart from these isolated activities, the profiles of the vortex response at 6.7 K are essentially flat for all investigated dc field values, indicating that, in average, vortices are strongly pinned.

As the excitation field is cycled, apart from these isolated vortex activities, some small nonlinear effects produced by vortices nucleating and annihilating at weak spots of the sample edge as the excitation field is cycled. Some localized vortex activities can be observed but this time they are superimposed to a background permeability profile that resembles those of Fig. 6. In this case, for $H_{dc} > H_1$ both in-phase and out-of-phase components of $b_v$ reveal a strong, delocalized contribution of vortices to the sample ac permeability and ac penetration depth. Some localized vortex activities can be observed but this time they are superimposed to a background permeability profile that resembles those of Fig. 6. It is important to mention that, due to the strong non-locality of the field-current relation in a thin strip under perpendicular field, the vortex permeability profiles observed in the scan area build up with the contribution of moving vortices over the whole sample. For instance, for $H_1 < H < 1.2H_1$, no interstitial vortices were observed within the scan area and no feature characteristic of single moving vortices was observed. However, permeability profiles very similar to those shown in Fig. 6 for $H_{dc} = 1.2H_1$ can be still observed, which is a result of the dynamical response of interstitial vortices that do populate the bulk of the sample. The fact that the SSM technique allows us to resolve this collective response at scales smaller than $|\Lambda_{ac}|$ provides us with a unique opportunity to confront the theoretical predictions of Sec. II and extract details about the vortex dynamics in the nanostructured superconducting strip.

IV. MODEL VS. EXPERIMENT

To compare our experimental results to the model developed in Sec. II, we first establish estimates of the different elastic constants. The cage constant has been calculated exactly for an infinite square array of artificial pinning centers with period $a_p \ll \lambda$ and perfectly ordered vortex configurations, $\alpha_v = \pi \epsilon/2a_p^2$, where $\epsilon = \phi_0^2/2\pi\mu_0\lambda$ is the energy scale. For a narrow strip, however, the infinite sum over trapped vortices is obviously an overestimate. Moreover, disorder in the vortex configuration softens $\alpha_v$ even further. Therefore we assume

$$\alpha_v = c_v \frac{\pi \epsilon}{a_p^2},$$  \hspace{1cm} (17)$$

where $c_v$ (typically $< 1$) is an empirical prefactor, which we will further assume to be temperature independent.

For an antidot with radius $R \leq \sqrt{2}\xi$, a lower estimate of the pinning potential can be obtained by calculating the gain in condensation energy as a vortex approaches the antidot $U_{AD}(r) \approx U_0^{(0)}(1 + r^2/2\xi^2)$, with $U_0^{(0)} = (R/2\xi)^2\epsilon/2$. $\alpha_p$ follows immediately from the second derivative of $U_{AD}(r)$:

$$\alpha_p \simeq \frac{R}{2\xi} \epsilon.$$ \hspace{1cm} (18)$$

For an antidot system with $n_s = 1$, the prefactor $(R/2\xi)^2$ is of the order 1. For a weak pinning center, such as a material defect, the potential well can be modeled in a similar way, $U_p(r) \simeq U_0(1 + r^2/2\xi^2)$, with $U_0 = c_r\epsilon/2$, but with a prefactor $c_r$ considerably smaller. Therefore, the typical spring constant of weak pinning centers can be estimated as

$$\alpha_{r0} \simeq c_r \frac{\epsilon}{\xi^2},$$ \hspace{1cm} (19)$$

and the hopping time appearing in Eq. 13 can be expressed as

$$\tau \sim \frac{\eta}{\alpha_{r0}} \exp \left( \frac{c_r \epsilon}{2K_B T} \right).$$ \hspace{1cm} (20)$$

with $c_r \ll 1$ typically.

Before proceeding with the comparison between the model and the experimental results for non-zero dc fields, we fitted Eq. 5 to the experimental data for $H_{dc} = 0$. In this case (ac Meissner state) no vortices are present and the ac perturbation is expected to be screened within a length $\Lambda_{ac} = \lambda^2/d$. We performed the fitting for both temperatures using the zero temperature penetration depth, $\lambda(0)$, and the probe height, $z_0$ [appearing in Eq. 9] as free parameters and adopting the Ginzburg-Landau scaling for $\lambda(T)$. The best fit was obtained for $\lambda(0) = 65 \text{ nm}$ and $z_0 = 1.38 \text{ \mu m}$. These values are in agreement with those obtained in Ref. 34 by analysis of
the permeability profiles of the dc Meissner state. The fitting results are discussed in more detail in the Supplemental Material.

With the values for \( z_0 \) and \( \lambda(0) \) at hand, and using \( \xi(0) = 35 \text{ nm} \), estimated from the temperature dependence of the upper critical field, we take \( c_v \) and \( c_r \) as the only free empirical parameters to be determined for non-zero dc fields. The fitting procedure is as follows. For each temperature and in the field range \( 0 \leq H_{dc} \leq 2H_1 \) we integrate both real and imaginary components of the acquired magnetic response over the whole scan area in order to obtain the inductive and dissipative components of the mean magnetic permeability, \( \langle b' \rangle / h_{ac} \) and \( \langle b'' \rangle / h_{ac} \) respectively, as functions of \( H_{dc} \). Since the scan area encloses the sample edge and adjacencies, these averages are highly sensitive to the specific value of \( \Lambda_v \) and, thereby, on the vortex dynamics within the strip, as discussed in Sec. II A. Then, we used Eqs. (8) and (9) to compute the theoretical local permeability and averaged it over an area equivalent to that used in the experiment. The fitting parameters \( c_v \) and \( c_r \) were included in the calculation via the theoretical expression for the ac penetration depth, \( \Lambda_{ac} = \Lambda + \Lambda_v \), with \( \Lambda_v \) given by Eqs. (15) and (16). For \( 0 \leq H_{dc} \leq H_1 \), in which case interstitials are absent, we used the response function given by Eq. (14) with \( \alpha_v \) set to zero.

In Figs. 7(a) and (b), we present the results (for \( T = 6.7 \text{ K} \) and \( 6.9 \text{ K} \), respectively) of integrating the inductive component of the sample response only in the direction along the strip. The data is organized as contour plots in the plane defined by the perpendicular position with respect to the sample edge and \( H_{dc} \). This allows for a better visualization of how the permeability profiles evolve when increasing the dc field. In Figs. 7(e) and (f), we present the result of integrating over the whole scan area (symbols). In both cases, we used the raw data acquired by the SSM system. No smoothing procedure was used. It is clear that, for \( T = 6.7 \text{ K} \), the field penetration is almost field independent within the investigated field range, although some spreading of the penetrating flux can be identified above \( H_1 \). Notice that the data becomes more noisy for \( 1.2H_1 \leq H_{dc} \leq 2H_1 \), which is a result of the motion of a few interstitial vortices within the scan area as discussed in the previous section. At \( T = 6.9 \text{ K} \), the flux penetration is essentially field independent for \( H_{dc} \leq H_1 \) but changes remarkably to a much smoother profile precisely at \( H_{dc} = H_1 \), as can also be observed in the experimental \( \langle b' \rangle (H_{dc}) \) and \( \langle b'' \rangle (H_{dc}) \) curves. As a result, a strong reduction in the inductive permeability integrated over the scan area can be observed. In addition, the dissipative permeability, which is zero below \( H_1 \), becomes positive for \( H_1 \lesssim H_{dc} \lesssim 2H_1 \), signaling that thermal hopping effects are triggered just above \( H_1 \), that is, as soon as the first interstitials populate the sample.

After exploring a wide range of values of the fitting parameters, we have found that \( c_v = 0.09 \) and \( c_r = 0.019 \) gives the best fit to the experimental data. As can be observed in Figs. 7(e) and (f), the model (full lines) is capable of fitting reasonably well and simultaneously the inductive and dissipative components of the sample re-
the vortex dynamics in our sample. The agreement between the theoretical and experimental response collected in the whole field range, for both temperatures. The agreement between the theoretical and experimental cross-section profiles can be appreciated in Fig. 8 where we show the components of the permeability for $T = 6.9$ K and a few selected dc field values. In particular, for $H = 0.5H_1$, while the agreement is excellent deeply inside and outside the sample, one can observe a mismatch between the experimental data and the model near the sample edge. This can be attributed to the modulation of the screening current induced by the antidot rows as discussed in Supplemental Material. A similar mismatch was observed for all $H \leq H_1$, in which case the response is dominated by the Meissner effect rather than by vortex motion. For higher fields, strong fluctuations induced by the interstitial vortices shaking within the scanning area can be observed in the experimental data, which of course is not captured by our mean field model. In spite of this, the fact that the use of only two fitting parameters makes it possible to capture the main trends of our experimental results is a compelling evidence that the model describes the main physics of the vortex dynamics in our sample.

In order to better understand the different dynamical behaviors observed in the different temperatures used in the experiments, we give in Table I the values of the coupling constants calculated for both temperatures using the fitting parameters. Notice that in both cases $\kappa_p \gg \kappa_v \gg \kappa_r$. However, thanks to the exponential dependence of the hopping time on the pinning parameters [c.f. Eq. (13)], the product $\omega \tau$ is four orders of magnitude larger at 6.7 K ($\omega \tau = 599$) than at 6.9 K ($\omega \tau = 0.0739$). Therefore, for 6.9 K the vortices can hop several (about 13) times within one cycle of the excitation force, resulting in a strongly dissipative, creep-like motion and, consequently, in a prominent out-of-phase component of the ac screening length and the sample permeability. On the other hand, for 6.7 K, they keep trapped essentially at the same pinning site and their motion is nearly reversible, leading to a virtually real ac screening length and, thereby, to an essentially inductive sample response.

If the temperature is further increased, one may expect that vortices hop so many times within each excitation cycle that, effectively, the random landscape is washed out. Only then, the caging of interstitial vortices dominates the response. To better illustrate this point, we consider, for simplicity, the case of $H_{dc} = 2H_1$ and take the limit of strong artificial pinning, that is $\alpha_p \gg \alpha_r, \alpha_v$, for which vortices in the artificial traps are essentially immobile and the low-frequency response function takes the simpler form:

$$
\mu_v(\omega) \approx \frac{\phi_0}{2} \left( \alpha_v + \frac{\alpha_{r0}}{1 - i/\omega \tau} \right)^{-1},
$$

where the factor $1/2$ reflects the fact that only half the vortex lattice (interstitial vortices) is moving, while the other half is immobile. This equation makes it clear that when $\omega \tau \to \infty$ (low temperature limit), the response is purely inductive and characterized by an effective spring constant $\alpha_L = \alpha_v + \alpha_{r0}$. Since typically $\alpha_{r0} \ll \alpha_v$, the response will be dominated by material defects such as in the conventional Campbell regime. In the other limit, $\omega \tau \to \infty$ (high temperatures), $\mu_v(\omega)$ is again purely inductive, but now $\alpha_L = \alpha_v$ and the response is dominated by the cage potential. Therefore, by controlling either the temperature or the excitation frequency one can fine tune the mean number of thermal vortex hops and, thereby, switch between two very different dynamical regimes: a low mobility one, dominated by pinning due to sample inhomogeneities, and a highly mobile one, dominated by a pinning mechanism based on the cage effect.

![FIG. 8. (Color online.) Symbols: experimental cross-section profiles of the permeability averaged over lines parallel to the strip at 6.9 K for selected dc field values. Error bars are standard deviations from the mean. Lines: theoretical permeability profiles calculated using the fitting parameters $c_v = 0.09$ and $c_r = 0.019$.](image)

<table>
<thead>
<tr>
<th>$T$(K)</th>
<th>$\kappa_p$</th>
<th>$\kappa_{r0}$</th>
<th>$\kappa_v$</th>
<th>$\omega \tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
<td>20.6</td>
<td>0.269</td>
<td>0.00706</td>
<td>599</td>
</tr>
<tr>
<td>6.9</td>
<td>4.44</td>
<td>0.0967</td>
<td>0.00424</td>
<td>0.0739</td>
</tr>
</tbody>
</table>

TABLE I. Elastic coupling constants (in pN/µm) due to antidots ($\kappa_p$), random pinning ($\kappa_{r0}$), and vortex caging ($\kappa_v$), and thermal hopping time ($\tau$) calculated for both experimental temperatures using the fitting results of Fig. 7.
the values found for the fitting parameters, formulas for the coupling constants [Eqs.(17)-(20)], and wide temperature window using Eqs. (5) and (16), the for an excitation frequency 77.123 Hz, calculated for a temperatures (when pinning is washed out), thus resulting in divergence of the complex response function at high tem-

tional spring constant representing the background confining potential is a crucial ingredient for cutting off the

in terms of a single Labusch constant. Rather, an addi-
domin pinning landscape. This result can not be explained

rents and the interaction with a nearby vortex produced

ments (when pinning is washed out) as well as thermal activation through weak pin-

ing sites, we derived an expression for $\Lambda_{\text{ac}}$ in terms of the respective mean-field elastic constants. This allowed us to successfully fit the experimental data for different temperatures and fields and, thereby, to quantify the relevance of each elastic constant to the system response in the different experimental conditions.

We have found that this system, excited at the low frequency of 77.123 Hz, is particularly sensible to thermal fluctuations at temperatures close to $T_c = 7.2$ K. At 6.7 K the interstitial vortices are essentially frozen up by quenched disorder, whereas at the slightly larger temperature of 6.9 K they become highly mobile, as evidenced by the strong enhancement of the ac screening length. We attribute this drastic change of behavior at nearby temperatures to the exponential character of thermal activation through quenched disorder, which for 6.9 K allows interstitial vortices to thermally hop several times within each excitation cycle, thus rendering the observed high mobility. At 6.7 K, the hopping time is just much larger than the excitation period, so that at this temperature the interstitial vortices become effectively pinned by material defects. This result highlights the importance of thermal relaxation in low-$T_c$ nanostructured superconductors and thereby of the time scales of experiments performed on these materials.
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There is a misprint in equations (4) and (5) of Ref. [24]. The sign of the $\alpha_v$ term in both equations is supposed to be a minus. A similar correction is needed in equation (8). In the right hand side, the imaginary part is supposed to be negative. All plots were obtained from the correct version of these equations.


In Ref. [23], the Meissner state was studied for fields just below and at the penetration field, for which cases the screening current at the edge approaches the depairing current. This induces strong deprecation of the order parameter near the sample edge, which, in turn, lead to an enhancement of the penetration depth by a factor of 1.84 at this region.