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Abstract

Detailed quantitative information about metabolic processes plays a crucial role in the
potential cure and for treatment of many diseases such as Alzheimer’s disease or brain
tumours. In the last decades, radioactive tracers such as 15O have been used to quantify
CMRO2 with PET imaging and this is regarded as the gold standard. However, such meth-
ods are complicated and expensive as a consequence of the short half-life (2 min) of 15O
and inherently include radiation exposure and invasive measurements such as blood probes
to probe cerebral blood flow (CBF). Fick’s principle of arteriovenous oxygen difference [1]
connects CMRO2 and CBF via the measure of oxygen extraction fraction (OEF).
The main goal of this work is to achieve non-invasive measures of OEF based on magnetic
resonance imaging (MRI) to quantify CMRO2 allowing straightforward and comfortable
patient handling. MRI enables studies of large cohorts of healthy volunteers due to non-
invasive measurements and a lack of radioactivity. This can be achieved first by quantitative
relaxation time mapping of the transverse relaxation time (T2) of venous blood only in pro-
ton (1H) MRI or by a measurement following inhalation of 17O gas and recording the signal
curve of directly detected 17O signal. Unfortunately, the most abundant isotope of oxygen
(16O) has a zero spin system, and cannot be detected with NMR experiments. In contrast,
17O, a stable isotope with a half-integer spin (I=5/2), can be detected by MR. Fortuitously,
however, in MRI it is only visible in the form of metabolically generated H17

2 O and not as a
gas. The low natural abundance of 17O, of only 0.037% (of the oxygen atoms) and the low
NMR sensitivity (2.9% that of 1H) gives rise to the need for ultra-high-field MRI to reach
a significant SNR per unit time.
Natural abundance images of a healthy male volunteer were acquired in vivo after having
gained written consent within a clinical trial of a 9.4T MRI system (Siemens AG, Erlan-
gen, Germany) [2, 3]. These natural abundance images, which reflect the 17O bound to
protons as H17

2 O and thus, the amount of water, are compared to 1H-based quantitat-
ive water content imaging. For further studies, the voxelwise knowledge of the quantit-
ative water content is necessary to quantify CMRO2 based on the 17O signal behaviour.
To achieve that, methods which were originally used on 1.5T scanners had to be ad-
apted for the use at higher field strengths to overcome RF field inhomogeneities [4–11].
New correction methods were developed based on a well known correlation between tissue
T1 and proton density (PD) to estimate the receive bias field properly. These methods
were tested for quantitative water content determination. Averaged results in grey (GM)
and white matter (WM) respectively of 10 healthy volunteers are H2OWM=70.3±1.4%,
H2OGM=84.7±1.5%„ T1WM=918±24ms and T1GM=1509±14ms.
Further, 1H-based imaging methods called QUIXOTIC [12–14] and TRUST [15] appeared
in the literature. These methods are based on changes of the proton transverse relaxation
rate T2 with different oxygen saturation levels. Quantitative values of venous blood T2

were acquired using a so-called T2prep module or a multi-echo spin echo readout. While
the first method suffers from long acquisition times the latter one from large echo-spacing
of the spin echoes and stimulated echo effects. Both disadvantages were overcome using an
adiabatic multi-shot multi-echo spin echo sequence, which does not suffer from stimulated
echo effects and due to the multi-shot capabilities, the echo-spacing is reduced [16]. Mean
values in GM of four healthy volunteers are found to be venous oxygenation Yv=0.61±0.03,
T2=54±4ms, CMRO2=174±13µmol/100g min and CBF=53±3ml/100g min.
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Chapter 1

Introduction

Metabolic processes and their fault-free function play a crucial role in the human body. In
many diseases such as Alzheimer’s disease, multiple sclerosis or in brain tumours, metabolic
processes – and especially the metabolisation of oxygen – are disturbed. In this regard,
quantitative knowledge of the cerebral metabolic rate of oxygen consumption (CMRO2) is
of great interest for diagnostics and therapy.
According to Fick’s principle [1], it is possible to calculate the blood flow to an organ using
a marker substance if the amount of the marker substance and its concentration in arterial
blood and in venous blood is known. In the original method, the "organ" was the entire
human body and the marker substance was oxygen. This can be applied to the human brain
and thus the arteriovenous oxygen difference connects CMRO2 and CBF via the parameter
oxygen extraction fraction (OEF).
Since decades, positron emission tomography (PET), a radioactive and invasive medical
imaging method, is the method of choice for obtaining quantitative values of e.g. CMRO2

and cerebral blood flow (CBF). Recently, an MRI-based method called arterial spin labelling
(ASL), has been developed and used to quantify CBF quantitatively by validation through
simultaneously acquired PET data [17–19].
Nuclear magnetic resonance (NMR), the basic physical principles of which are described in
section 2.2, has been widely used in chemistry and physics for several decades for studying,
for example, molecular structures. It was discovered independently by Felix Bloch [20] and
Edward Purcell [21] for which they were awarded the Nobel Prize in Physics in 1952. Dur-
ing the 1970s, magnetic resonance imaging (MRI) was developed by Lauterbur [22] and
Mansfield [23] for which they were also awarded the Nobel Prize in Medicine in 2003. In the
interim, MRI has grown into one of the most important non-invasive imaging techniques
in medicine. This is not only because of the non-invasiveness of this method, but also be-
cause of the richness of the attainable tissue contrast. This, in turn, is due to a number
of contrast mechanisms which reflect, albeit in a very convoluted way, the microscopic
properties of tissue. The observation by Damadian in 1971 [24] that tumours have different
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4 Chapter 1 Introduction

NMR relaxation properties from healthy tissue, provided much of the impetus behind the
development of MRI as a diagnostic tool. MRI is now a ubiquitous imaging modality that
provides rich and versatile tissue contrast and its success is deeply rooted in the fact that
image contrast can be changed as desired, under electronic control, while the method itself
is non-invasive.
As previously mentioned, the huge advantage of MRI in comparison to other imaging mod-
alities lies in its potential for generating versatile contrasts between different tissue types
through a careful choice of measurement parameters. This so-called “weighting” of the im-
ages results in, for example, the so-called T1-weighted (longitudinal relaxation time T1)
images. For example, spin density or relaxation time weighted images are extensively used
in clinical applications. These high-resolution images are useful in the clinics if pathology
resulting in anatomical change is present. In contrast to radioactive tomography methods
such as PET, MRI is not normally used in a quantitative manner. With the knowledge
of MR imaging principles (described in Chapter 2), which is a prerequisite for using MRI
in interdisciplinary fields such as molecular imaging, quantitative values of different tissue
properties or even of metabolic processes can be estimated.
The main goal of this work is to perform non-invasive measurement of OEF based on MRI
to quantify CMRO2 which would access to an extremely important physiological parameter
in vivo. An MRI-based method allows for easier patient handling and can be used in studies
in cohorts of healthy volunteers due to an absence of radioactivity and non-invasive meas-
urement. This can be achieved by one of two methods: direct detection of 17O, or indirect
detection by virtue of the contrast agent characteristics of 17O. The direct measurement
entails inhalation of 17O while following the signal curve of directly detected 17O signal. The
indirect method is an alternative whereby quantitative mapping of the transverse relaxation
time (T2) of venous blood only in proton (1H) MRI yields the desired CMRO2 values.
The first method should, preferably, be applied on ultra-high field MRI systems such as 7T
or above and it is a direct measure of metabolic processes in the human body. The accuracy
of CMRO2 values based on the 17O signal is dependent on the quantitative knowledge of
absolute water content in the human brain (see Chapter 3). Previous methods used tissue
mass calculated by means of sodium MRI of white and grey matter which is an indirect
measure and is confounded by the fact that all the 23Na signal is not captured due to short
relaxation times and this potentially leads to inaccurate quantitative results in pathologies
with changed water contents. For quantification of absolute water content at fields higher
than 1.5T, methods which were originally used on lower field scanners had to be adapted
overcome quantification inaccuracies caused by RF field inhomogeneities [4–11]. Based on a
well-known correlation between tissue T1 and proton density (PD), a new correction method
was developed to estimate the receive bias field properly; Chapter 3, more precisely section
3.3, provides a detailed description thereof. Quantitative water content determination was
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performed on healthy volunteers and the results are shown in Chapter 4. Natural abundance
images of the 17O signal at 9.4 T ultra-high field strength are the basis for further studies
of CMRO2 quantification. These measurements are covered in detail in section 3.1.2 with
results shown in section 4.2.1
The second method for quantification of CMRO2 based on changes of T2 relaxation rates
of venous blood can be performed at clinical field strengths such as 3T and does not need
additional breathing systems, leading to easier patient handling and higher acceptance rates.
Yet, it is an indirect method suffering from long acquisition times and error propagation,
especially if quantitative T2 values are inaccurate. Both methods are described in Chapter
3. An imaging sequence called QUIXOTIC, which was published by Bolar et al. [12–14], has
been implemented. Further developments which allow faster image acquisitions at higher
resolutions, are less prone to stimulated echo effects, and at the same time give rise to clin-
ically acceptable measurement times were introduced into the QUIXOTIC sequence. This
work is described in section 3.1.4 and following subsections. Stimulated echo effects could
possibly lead to inaccurate T2 values and thus to inaccurate CMRO2 values. The modified
QUIXOTIC sequence was tested in phantom experiments to determine the accuracy of T2

estimation and in vivo on four healthy volunteers to demonstrate the feasibility of fast and
accurate CMRO2 estimation. Direct 17O MRI natural abundance images at an ultra-high
field of 9.4 T were also acquired. The results from both methods are shown in Chapter 4.
In Chapter 5 a summary and a discussion of the achieved results and an outlook to further
development steps and experiments is provided.
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Chapter 2

Theoretical Background

The following sections are designed to present a brief description of the basic physical prin-
ciples of nuclear magnetic resonance (NMR) and concepts of magnetic resonance imaging
(MRI). In addition, an elementary imaging sequence is described. Each section is incipient
with a brief overview following are more detailed physical description.

2.1 Hardware - Components of an MR Scanner

The MRI scanner is an imaging machine based on the combination of a static magnetic
field, switchable magnetic gradient fields, an RF transmitter, and an RF detector (which can
be the same), signal digitisation hardware and a computer system for image reconstruction,
post-processing, and data storage. The static field is in general very strong (0.2–11.7T
for humans) and generates the macroscopic spin polarisation. The spin polarisation can be
manipulated with RF pulses and encoded with spatially varying magnetic fields (commonly
termed gradients). The main components are described in more detail below.

2.1.1 Superconducting Magnet

High magnetic fields (0.2–11.7T, usually 1.5–3T in clinical applications) with sufficient
homogeneity can be achieved with the use of large electric currents in a coil. The simplest
example, and one that is not very far from real magnet design, is a solenoid coil with
many turns. To be able to use strong electric currents without prohibitive losses due to
heating, the resistance of the coil has to be minimised. This is possible if superconducting
materials such as niobium–titanium are used. If niobium–titanium is placed in liquid helium
at 4.2K≈ −269◦ C the material is a superconductor. Since it is not possible to thermally
insulate the liquid helium completely, there is resultant boil-off and the necessity of periodic
helium refilling. This contributes to the relatively high operational costs of MRI. More

7



8 Chapter 2 Theoretical Background

modern MR magnets are equipped with so-called cold-head systems. Boiling of liquid helium
in the magnet takes place at the usual rate, but as the cold gas rises it recondenses on the
surface of a cold finger and falls back as liquid. Thus, net helium boil-off is much reduced
and the high costs (and technological requirements) for helium refills are transferred to
more conventional energy costs for cooling the cold finger.

2.1.2 Radiofrequency and Magnetic Shielding

The required high homogeneity of the magnetic field and weak MR signals and thus very
sensitive RF coils require a completely shielded room. This is fulfilled with a so-called
Faraday shield. All walls, the ceiling and the floor are made from sheet metal. Every electrical
signal which is needed in the magnet room has to be routed through specially designed
filters or be converted into optical signals outside the magnet room and back into electrical
inside the room. This is an absolute necessity to ensure that no external, interfering signals
are inadvertently fed into the magnet room. The magnet itself is shielded in order to
facilitate a sharper drop off of the external, stray magnetic field. In the past and for so-called
ultrahigh-field magnets (e.g. 9.4 T) the magnet room has an inner chamber made from soft
iron (passive shielding). Modern clinical magnets are made from two counter-wound coils.
These coils produce the desired magnetic field inside the magnet—for example 3T, but
work against each other outside the magnet and thus the stray field reduces over a short
distance (active shielding). Actively shielded magnets have the huge advantage of easier
siting and saving costs.

2.1.3 Shimming and Shim Coils

As mentioned previously, a very homogenous magnetic field is a prerequisite for modern MRI.
The homogeneous field from the magnet is itself disturbed by the patient. To compensate
for these effects, it is possible to use a set of coils which are integrated into the scanner.
These coils have the ability to create an opposing magnetic field which compensates for
the inhomogeneities caused by the patient. This process is called “shimming”. Modern MRI
systems automatically perform shimming before every measurement. For spectroscopy, often
shimming is first carried out in automatic mode and is then fine-tuned by hand by an
experienced operator.
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2.1.4 Gradient Coils

The gradient coils are constructed in such a way that a linear variation of the magnetic
field along three different axes is possible. One of these axes is orientated along the main
magnetic field (z-axis). The other two axes, x and y, are orientated orthogonal to the z-axis.
MR sequences require precise control of the currents in the gradient coils. The typical noise
exposure of an MRI examination is caused by fast switching of current in the gradient coils.
Every switching action results in a mechanical force, which causes noise. Gradient amplifiers
are a fundamental component to reach the required currents and in the necessarily short rise
times (0-600A in 200µs). Modern clinical MR scanners are capable of generating gradient
fields of up to 70mT/m with slew rates of around 200T/ m/s. Values higher than these
are not really relevant in clinical systems due to safety issues (see section 2.4).

2.1.5 RF Coils

RF coils can be subdivided in three main categories: transmit coils; receive coils; and trans-
mit/receive coils. Excitation of the spins is achieved with transmit coils and the resulting
signal is acquired with receive coils. Some RF coils can be used for both purposes, that is,
they are first used to transmit the RF pulse and then to receive the signal. Surface coils
are used for localised imaging whereby the decision to use them is based on a comprom-
ise between increased sensitivity and reduced volume coverage. Phased array coils are an
attempt to have both good sensitivity and good volume coverage; phased array coils com-
prise a set of surface coils that have been carefully arranged to cover the desired volume.
Sophisticated image reconstruction routines are then used to combine the images (high
SNR; reduced coverage) acquired by each coil element into one image (high SNR; desired
volume coverage). Furthermore, phased array coils are a prerequisite for performing parallel
imaging (accelerated imaging methods). The use of powerful RF amplifiers is mandated for
the transmit chain and very sensitive pre-amplifiers are required thereafter to amplify the
weak MR signal from the receiver coils in the receive chain. RF coils have to be tuned to
the correct Larmor frequency of protons. The choice of the RF coil for a given examina-
tion is dictated by a number of factors including the MRI sequence that is to be employed.
These factors include the following: body area of interest; volume coverage; parallel imaging
compatibility; desired SNR; and the diagnostic question.
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2.2 NMR Phenomenon

Spin is a quantum-mechanical property of subatomic particles such as protons, neutrons,
electrons, etc., and is a physical quantity like mass or electric charge. In accordance with the
principles of quantum mechanics, it takes discrete integer or half-integer values (in units of
the reduced Planck constant h/2π = ~). In a macroscopic world, the spin is not commonly
observable. Nuclei and particles with a spin number larger than zero have an observable
associated magnetic moment. This is proportional to the spin (~I) through a nucleus-specific
constant called the gyromagnetic ratio, γ. The magnetic moment, µ, is given by:

~µ = γ~I (2.1)

Based on this property, the magnetic resonance phenomenon provides a way of detecting the
spin of subatomic particles. It is the basis of MRI and will be described in the following.

2.2.1 Spin, Magnetisation and Larmor Precession

Hydrogen is the most abundant element in the human body. The nuclei of all three hydrogen
isotopes, hydrogen, deuterium, and tritium, have a magnetic moment. By an extremely
fortunate coincidence for NMR/MRI and modern medicine, the proton has the largest
magnetic moment among all stable nuclei (and tritium the largest among all naturally
occurring nuclides). Hydrogen thus holds a special place, since medical applications of MRI
are almost exclusively based on proton MRI. In the following, we will first refer to protons
only. Other nuclei will be discussed later in section 2.6.
The magnetic moment of a proton placed in an external magnetic field precesses around the
axis of the magnetic field at a frequency ω which is defined by a product of the magnetic
flux density, B0, and the gyromagnetic ratio, γ. This frequency is given by:

ω = γB0. (2.2)

Equation (2.2) is called Larmor equation and describes the Larmor frequency (frequency
of the precession) of the spin in a magnetic field. This phenomenon is represented in a
schematic way in Figure 2.1. Frequencies are given in Hertz and the magnetic flux density
in Tesla. Therefore, the dimension of γ is Hz/T. For protons γ = 42.52MHz/T. Table 2.1
gives gyromagnetic ratios for different atoms.
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B0

spin axis

precession path

Figure 2.1: Schematic representation of the magnetic moment of a proton and its precession about
a magnetic field, B0. Adapted from [25].

2.2.1.1 Spin

More detailed, nuclei with an odd number of protons and/or neutrons have a nonzero
nuclear spin. NMR can be observed for these elements. The spin angular momentum is
given by

~S = ~Î (2.3)

where ~ is Planck’s constant divided by 2π and Î is the spin operator. The magnetic dipole
moment is defined by

~µ = γ~S = γ~Î (2.4)

where γ is the gyromagnetic ratio which is a known constant that differs for different nuclear
species. It is noted that the difference between (2.1) and (2.4) is given by the simplified
depiction in (2.1) in contrast to the operator based representation of Î in (2.4). Many
different nuclei such as 1H, 17O, 23Na and 31P can be used for nuclear magnetic resonance.
Because 1H is the most abundant nucleus in the human body, magnetic resonance imaging
is mainly based upon protons but since ultra-high MRI scanner have become increasingly
more available and the first manufacturer has announced clinical approved 7T machines,
other nuclei are becoming more interesting.
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Nucleus Spin γ
2π [MHz/T] Abundance in human body

1H 1/2 42.575 88M
19F 1/2 40.054 4µM

23Na 3/2 11.262 80mM
31P 1/2 17.235 75mM
17O 5/2 -5.77 16mM

Table 2.1: Gyromagnetic ratios and abundances for various nuclei in the human body [26]

The natural abundance is given in 1M=1molar= 1mole/litre. For comparison, the 1H
molarity of water is 110M. If we assume a water content of about 80 % for brain grey
matter, this leads to an abundance of 88M. In case of 17O, a negative gyromagnetic ratio
can be observed. This is due to the fact that the magnetic moment is anti-parallel to the
angular momentum vector.

2.2.1.2 Interactions with a Static Magnetic Field

First a simple depiction of the spin interactions in the presence of a static magnetic field is
given. Following this a more detailed view can be found in section 2.2.1.2.1.
Due to the interaction of the magnetic moment of the nucleus (spin of 1

2) with the magnetic
field, two energy levels appear: the state with the spin parallel to the field is lower in
energy than the state with the antiparallel spin. A significant number of the spins thus
orient themselves parallel to the field. The energy difference between the two levels is
characterised by the Larmor frequency, and is very small in comparison with the atomic
scale of energy (eV=electron Volts) or the nuclear one (MeV). At a field of 1.5 T, this
energy is approximately 0.3 · 10−6 eV and much smaller than the Brownian motion (0.025
eV at room temperature). The polarisation of protons in a magnetic field is correspondingly
small, with a net effect of ≈ 10−5 (the spins of 10 protons in each million are parallel to the
field) at a field of 1 T and room temperature. Resonant absorption of electromagnetic energy
by the nuclei in a magnetic field at the Larmor frequency is associated with the change
of the orientation of the magnetic moment (from parallel to the field to antiparallel). A
quantum mechanical description gives an exact explanation of all effects, but in most cases
a classical description suffices. In this reduced view, not every single spin but a group of
spins precessing at the same local frequency (isochromat) is the basis unit of the description.
This group is described by the sum of all magnetic effects of neighbouring spins and an
effective magnetic momentum, M0, can be calculated via a vector sum.
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The following Sections 2.2.1.2.1 and 2.2.1.2.2 gives a more detailed description of the
mentioned interactions. The resonant emission or absorption of electromagnetic signal in a
classical framework considering the macroscopic magnetisation is described later in section
2.2.2.

2.2.1.2.1 Magnetisation
Classically, in the presence of a static magnetic field, ~B0, in the z direction the spins align
along the direction of ~B0 which gives rise to a net magnetisation moment, ~M .
The potential energy, E, of a magnetic moment ~µ in the presence of a magnetic field, ~B,
is given by

E = −~µ · ~B (2.5)

and in the case of a static magnetic field B0 in the longitudinal z direction

E = −γSzB0. (2.6)

Sz is quantised to γIz which is Iz = m~, m ∈ −i,− i+ 1,...,+ i and in the case of
hydrogen Iz = ±1

2 . This behaviour is the so-called Zeeman effect

E(m) = −γm~Bz (2.7)

For proton imaging this leads to one parallel population, n+ and one antiparallel population,
n− energy state with

∆E = γ~B0 (2.8)

where the parallel state is the state with the lower energy. Due to the dependency of the
thermal energy on the magnetic field interactions this leads to the ratio

n−
n+

= exp

(
− ∆E

kBT

)
≈ 0.99998 (2.9)

at T = 300K and B0 = 3T .
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Figure 2.2: Zeeman splitting of proton energy states under influence of a magnetic field B0.

This small ratio leads to a low signal to noise ratio (SNR). A commonly used definition of
the SNR is given by

SNR =
SROI

σ(Snoise)
(2.10)

where SROI is the mean signal in a region of interest (ROI) and σ(Snoise) the standard
deviation of noise [27].
The higher the field strength of the scanner, the larger the polarisation between the two
energy states and thus the SNR increases. This indicates the importance of ultra-high field
MRI. In general, the equilibrium nuclear magnetisation, M0, is given by [27]

M0 =
Nγ2~2I(I + 1)B0

3kBT
, (2.11)

with N equals the number of nuclear spins per unit volume, ~ is Planck’s constant, kB is
Boltzmann’s constant and T is the temperature. Since the temperature can’t be changed
there is only one variable - B0 - left to increase the equilibrium nuclear magnetisation and
gain a better SNR.

2.2.1.2.2 Precession
If the system is at thermal equilibrium, the magnetisation, ~M =

∑
~µ and ~B are pointing

in the same direction. If the thermal equilibrium is disturbed and ~M and ~B do not point
in the same direction, a torque causes a precessional behaviour of the magnetisation. This
dynamics is described by

d~S
dt

= ~µ× ~B. (2.12)
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Multiplying both sides with γ and summing over the unit volume results in

d ~M
dt

= ~M × γ ~B. (2.13)

Equation (2.13) describes a precession of ~M about ~B with a frequency of

ω = γB

[
rad
s

]
(2.14)

f =
γ

2π
B [Hz] . (2.15)

This well defined resonance frequency is the so called Larmor frequency. Every spin rotates
with this frequency with respect to the inertial laboratory frame. As noted in chapter
2.3.1.2.2, a transformation into a rotating frame of reference simplifies calculations.

2.2.2 Resonance: RF Excitation and Free Induction Decay

When a sample containing protons is placed inside a magnetic field, thermal equilibrium is
established within a characteristic time and the distribution of spins among the available
energy levels follows a Boltzmann distribution given by

N(E) = N0 exp

(
− E

kBT

)
(2.16)

where E = γm~B; m = ±1
2 ,

1
2 . A macroscopic magnetisation is thus established, since the

number of protons with spins parallel to the field (lower energy) is larger than the number
of protons with spins antiparallel to the field (higher energy). This equilibrium can be per-
turbed by applying an on-resonance electromagnetic radiofrequency pulse (RF pulse).
In order for resonant absorption to take place, the frequency of the pulse has to match the
Larmor frequency which is a quantum-mechanical phenomenon. An energy quantum of the
RF field, a photon, induces a transition between a state of low energy (spin up) and a state
of high energy (spin down). The projection of the spin on the axis defined by the magnetic
field changes by ~ and needs to be compensated by the photon. Only photons propagating
along the axis of the magnetic field with negative helicity (left-hand circular polarisation)
and thus a projection of the spin of the axis of propagation of ~ will be absorbed. Since the
magnetic and electric fields are perpendicular to the direction of propagation, the RF field
has to be perpendicular to B0 in order to produce an effect.
The remaining process can be described classically. The amplitude of the RF pulse is small
when compared to the static B0-field.
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2.2.2.1 Interaction with a Radiofrequency Field

The spins are rotated from the z-axis (along the direction of the static magnetic field)
towards the xy-plane with a well-defined flip angle, α, which is related to the duration and
amplitude of the RF pulse. The macroscopic magnetisation, M0, is tilted at the end of the
pulse, oriented at an angle α with respect to the external static B0 field, and precesses
around the z-axis. This behaviour is shown in Figure 2.3.

B0

M0
Mxy

RF Pulse

Figure 2.3: Classical representation of the interaction of spins with a 90◦ RF pulse producing spin
rotation. This leads to a macroscopic detectable magnetisation,Mxy, perpendicular to the static
field B0. Adapted from [25].

Subsequently, the magnetisation along the z-axis regrows towards its equilibrium value of
M0 and simultaneously the transverse magnetisation Mxy decays towards its equilibrium
value of zero. These are two independent processes and the magnitude of the magnetisation
(modulus of Mz +Mxy) is not conserved. During this process, electromagnetic waves (the
measured signal) are emitted at the Larmor frequency. They can be detected with a coil
via the voltage induced by the oscillating field, which is the same principle as a bicycle
dynamo. The measured signal is proportional to Mxy. The evolution of the signal can be
varied via MR sequence parameters which influence for example additional RF pulses or
so-called crusher gradients. This gives rise to the huge number of options to vary the image
contrasts and will be explained in the next section.
Usually, the magnetisation is tipped out of equilibrium (called excitation) by a radiofre-
quency field, ~B1, which is applied in a direction perpendicular to the B0 field and rotating
with the resonant frequency. In a classical view, ~B1 induces a torque on the magnetisation
which implies a rotation out of the equilibrium position by some well-defined angle. In the
quantum mechanical description, the applied RF energy at Larmor frequency stimulates
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an energy exchange between the two energy populations. This explanation only describes
the behaviour of the longitudinal component of the magnetisation but it does not describe
the behaviour of the transverse component. A classical description is sufficient and will be
used to described the behaviour of the transverse component. Directly after excitation, the
magnetisation precesses about the z axis. The precessional frequency is proportional to the
applied field. Via Faraday’s law of induction, it is possible to detect the transverse compon-
ent of the magnetisation. To detect the signal, the same RF coil as that for transmission
of the ~B1 field can be used. A change of the flux, Φ, which is caused by the precessing
magnetisation during a time, t, induces an electromotive force (EMF) ε

ε = −∂Φ

∂t
, (2.17)

and is called free induction decay (FID). This represents the basic MR signal. A more
detailed description can be found in section 2.3.1.
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2.2.3 Spin Density, Relaxation, Saturation and MR Contrast

Medical imaging using computer tomography (CT) depicts tissue contrast based on the
absorption coefficients of x-rays. In contrast, MRI offers a much more flexible way of con-
trast generation using different tissue parameters. The main parameters are spin/proton
density, ρ, longitudinal relaxation time, T1, and the transverse relaxation times, T2 and
T ∗2 . While proton density reflects the number of protons in the tissue, the relaxation times
depict the “mobility” of the molecules in the tissue or the quantum mechanical interactions
of the protons with their environment. All these relaxation processes can be described by
an exponential time dependency.
Following an RF pulse, T1 reflects the time after which 1

e (≈63%) of the longitudinal mag-
netisation M0 has recovered. During this process, energy is exchanged between the spins
and the “lattice”; hence the name spin–lattice relaxation. All magnetisation, which is not
aligned parallel to the static field undergoes T1 relaxation.
Due to large differences in T1 values of white and grey matter (typically a factor 2), T1-
weighted images of the brain can have very high contrast. The T1 value is relevant to all
MR acquisitions. The entire macroscopic magnetisation can be used a second time, by
excitation with a 90◦ RF pulse, resulting in the maximum signal intensity, only after full
T1 recovery. Based on the fact that a standard imaging sequence utilises many RF pulses
to acquire an image, the time between the pulses needs to be long enough to allow for
sufficient signal recovery. If the so-called repetition time, TR, is too short, only a part of
the longitudinal magnetisation has recovered and therefore the MR signal is weak. This is
called T1 saturation and its effect needs to be considered for every MRI acquisition. Ac-
quisitions of T1-weighted images use this effect and do not allow for full recovery. Based
on this, tissues with short T1 values are saturated less and appear brighter in images than
tissues with a long T1 relaxation times.
The transverse magnetisation component, ~Mxy, experiences an additional relaxation mech-
anism in which the phase coherence between the spins is increasingly lost due to interactions
between protons. This relaxation process is also called spin–spin relaxation. Measurable
magnetisation ~M (vector sum of ~Mz and ~Mxy) is depicted in Figure 2.4
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Figure 2.4: Schematic depiction of the magnetisation vector after applying a RF pulse. The trans-
verse part,Mxy, of the magnetisation vector, which is created by the application of the RF pulse,
can be measured. Adapted from [25].

The transverse relaxation time constant, T2, reflects the time after the RF pulse at which
the initial transverse magnetisation is decreased due to relaxation processes to 1

e of its
initial value.
Dephasing of the spins in the transverse plane can have additional causes. To reach a
synchronous precession, a very homogeneous static magnetic field is needed, otherwise
the Larmor frequencies of spins at different positions would differ. Perfect homogeneity is
not attainable due to technical issues of building high-field magnets and because of the
sample to be measured will itself disturb the homogeneity of the field. Local changes in the
magnetic field caused by the sample itself can be large at locations where the magnetic
attributes of the sample change significantly, such as at interfaces between different tissues
(e.g. bone–soft tissue or soft tissue–air). At these positions the dephasing of the spins is
accelerated—the time constant of the exponential decay is called T ∗2 and is always smaller
than T2. T ∗2 -weighted images are sensitive to magnetic properties of the sample.
Figure 2.5a shows a possible pathway of the magnetisation after excitation in the labor-
atory frame. Figure 2.5b shows typical MR relaxation behaviours signal of the transverse
magnetisation Mxy and the longitudinal magnetisation Mz. As mentioned, the transverse
magnetisation relaxes in two different ways. Theoretically and in spin echo experiments with
T2 and effectively with T ∗2 .
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Figure 2.5: Schematic depiction of the magnetisation vector after applying a RF pulse. The trans-
verse part,Mxy, of the magnetisation vector, which is created by the application of the RF pulse,
can be measured.

2.2.3.1 Mathematical description of relaxation processes

Immediately after excitation, the transverse component of the magnetisation decays while
the longitudinal part returns to equilibrium. Here, only magnetic dipole-dipole interactions
are considered because it is the only dominant mechanism in biological tissues [27].

2.2.3.1.1 Longitudinal Spin-Lattice Relaxation
The longitudinal component of the magnetisation can be described by

dMz

dt
= −Mz −M0

T1
(2.18)

and has the solution [27]

Mz = M0 + (Mz(0)−M0) exp

(
− t

T1

)
. (2.19)

The return of the longitudinal component of the magnetisation to equilibrium is well-
described by the spin-lattice time constant, T1. Equation (2.19) describes an exchange of
energy between the nuclei and the surrounding lattice. If Mz is completely restored to M0

then thermal equilibrium is established.
Randomly fluctuating microscopic magnetic fields at the resonance frequency of the spins,
decrease T1 because of inducing transitions between the two states n+ and n−. This results
in a field dependence and T1 increases with increasing B0 [27].
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2.2.3.1.2 Transverse Spin-Spin Relaxation
Relaxation of the transverse component of the magnetisation can be described by [27]

dMxy

dt
= −Mxy

T2
. (2.20)

Following a 90◦ excitation the solution of equation (2.20) is simply

Mxy = M0 exp

(
−t
T2

)
(2.21)

where T2 represents the spin-spin time constant, which characterises the decay of the
transverse magnetisation. The same field fluctuations, as mentioned in section 2.2.3.1.1,
take effect for T2 relaxation. Also z-component field fluctuations affect T2 and therefore
T2 ≤ T1. The fluctuations of the z-component often dominate the T2 relaxation process and
do not contribute to the T1 relaxation process which means that T2 is largely independent
of the field strength.

2.2.3.1.3 Bloch Equation
Combining equations (2.13),(2.18) and (2.20), this results in the Bloch equation, which
describes the dynamics of nuclear magnetisation phenomenologically:

dM
dt

= ~M × γ ~B︸ ︷︷ ︸
precession

− Mx ~ex +My ~ey
T2︸ ︷︷ ︸

transverse relaxation

− (Mz −M0) ~ez
T1︸ ︷︷ ︸

longitudinal relaxation

, (2.22)

where ~ex, ~ey, ~ez=unit vectors in x,y,z directions. The phenomenological nature of relaxation
processes is described by an exponential behaviour.
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2.3 MR Imaging and MR Sequences

In the previous sections, the principles of generating an MR signal from all protons in a
sample were illustrated. This section introduces elements of imaging with magnetic reson-
ance. An MRI sequence is, in accord with its name, a time sequence of RF and gradient
pulses and signal read-out times. The building block of the imaging sequence, which is
repeated with slightly varying parameters until the whole image is acquired, is contained in
the so-called repetition time, TR. Using an imaging sequence, signals from small volumes,
called voxel (a voxel is the 3D equivalent of a 2D pixel) can be separated and reconstructed.
This is done by encoding position information into the signal using magnetic field gradients.
A spatially varying weak magnetic field—the magnetic field gradient—is thus superposed
onto the static magnetic field B0 at different time points during an imaging sequence.
Due to the linearly varying magnetic field, the distribution of the Larmor frequencies of
the protons has a well-defined dependence on the spatial location inside the main magnetic
field. In other words, spatial location is encoded into frequency. A Fourier analysis of the
measured signal (used to obtain information about the frequencies in a measured signal)
gives information about the spatial position of spins. This Fourier analysis is analogous to
white light being split into a rainbow of colours by a prism.

2.3.1 Principles of Magnetic Resonance Imaging

2.3.1.1 k-space and FT - 2D and 3D

2.3.1.1.1 Fourier Transform
The one-dimensional Fourier Transform (FT) of a function f(x) is

F (kx) =

∫ ∞
−∞

f(x)e−i2πkxxdx (2.23)

and is the so-called frequency spectrum of f(x). The inverse 1D Fourier transform to
recover f(x) from the frequency spectrum is given by

f(x) =

∫ ∞
−∞

F (kx)e+i2πkxxdkx. (2.24)

This can be easily extended to 2D and 3D

F (kx,ky,kz) =

∫ ∞
−∞

∫ ∞
−∞

∫ ∞
−∞

f(x,y,z)e−i2π(kxx+kyy+kzz)dxdydz. (2.25)
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x,y and z are typically given in units of mm and thus the unit of kx,ky and kz is cycles/mm.
kx,ky and kz represents the spatial frequency.
It can clearly be seen that it is possible to switch between the measured frequency- or
k-space and the image-space with the help of these equations. Thus, these equations are
of an importance for magnetic resonance imaging and have no analogue in x-ray imaging.
In contrast to x-ray imaging, the wavelength of the RF signal has no connection to the
imaging resolution which in turn is defined by imaging parameters and consequently the
applied gradient encoding scheme.

2.3.1.2 Selective Excitation and Spatial Encoding

For illustrative purposes, the above-mentioned principle of gradient encoding can be divided
into three independent parts, which usually are applied sequentially.
Initially, a slice-selective RF excitation is created by the use of simultaneous RF pulse and
gradient fields. It is used to generate transverse magnetisation Mxy only from spins con-
tained in a small and well-defined slice of the whole volume. This is performed using a
gradient to modify the Larmor frequencies in such way that only protons contained within
the desired slice precess with the right, detected frequency. The range of proton Larmor
frequencies outside the slice is far from the main frequency of the RF pulse and the res-
onance condition is not fulfilled. The expression “main frequency” reflects the fact that the
RF pulse does not only have one frequency but a frequency distribution with a well-defined
bandwidth, which—together with the strength of the magnetic gradient field—defines the
slice thickness. RF excitation is described in more detail in the latter section 2.3.1.2.2.
After slice selection, further spatial encoding in two dimensions has to be performed in
order to acquire a 2D image. First a brief overview is given in this section. A more detailed
description can be found in section 2.3.1.2.4.
Frequency encoding along an axis of the slice is performed using a magnetic field gradient
in—for example—the x-direction. This results in different Larmor frequencies of the signals
from protons (isochromats) situated at different positions along the axis. Using Fourier
analysis, the MR signal can be separated into components with different frequencies and
therefore the intensity of the signal at different positions along the x-axis can be calculated.
One more dimension—i.e. the y-axis—needs to be encoded. Spatial encoding perpendicular
to the frequency encoding axis is usually done by so-called phase encoding. In a typical
sequence, phase encoding is applied between slice selection and frequency encoding as fol-
lows. The magnetic field gradient on the y-axis is switched on for a short time. During the
applied gradient, spins with different positions along the y-axis will precess with different
frequencies. After applying the gradient, the phase (ϕencoding(y) = ω(y)Tencoding) of these
spins shows a well-defined (linear) dependence on the spatial location along the y-axis. At
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the time of signal read-out, however, the frequency does not depend on y anymore (it de-
pends on x, see above). However, y-position information is still contained in the phase and
the intensity of the measured signal, which is a vector sum of all signal elements, reflects
this phase distribution. In order to be able to disentangle the y-position information, the
procedure (slice selection—phase encoding—frequency encoding) has to be repeated many
times with slightly different values of the phase-encoding gradients resulting in different
phase shifts and different integrated signals for each measurement. The difference in the
phase of the various components may be thought of as reflecting frequency encoding along
the y-axis; this is analogous to frequency encoding on the x-axis with the difference that in
the y-direction this information was built up over repeated cycles of TR.
Thus, by applying a 2D Fourier transform (2D-FT) to all measured signals along the x- and
y-axis it is possible to reconstruct a 2D image. The number of voxels in the y-direction is
defined by the number of phase encoding steps. This number determines the acquisition
time of the whole MRI exam as being Nphase ·TR. On the other hand, the number of voxels
along the x-direction is given by the number of sampling points of the MR signal measured
during the read-out period. This number defines the sampling rate of the analogue-to-
digital-converter (ADC), which converts the analogue, measured MR signal to a digital
signal. This allows for digital storage and computer-aided signal processing — such as the
2D-FT — to be performed.
The principles of spatial encoding are represented in Figure 2.6. Note that in the above dis-
cussion the use of x- and y-directions was totally arbitrary. The magnetic field gradients are
produced by coils which are labelled as x, y, and z. The simultaneous use of two gradients
will simply produce one gradient, which is a vector sum of the aforementioned components.
Using simultaneous switching of gradients on all three gradient axes, it is possible to en-
code slices with arbitrary orientation. This capability to select oblique and double-oblique
slices under computer control and without moving the patient or any part of the scanner
is another advantage of MRI over other modalities.
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Figure 2.6: Depiction of the principles of spatial encoding. 1) Slice selection: the resonance fre-
quency is varied by the use of a magnetic field gradient in the z-direction. Applying a RF-pulse
with the right frequency bandwidth only spins in a slice with a thickness ∆z are excited. 2)
Phase encoding: short application of a magnetic field gradient leads to a phase shift of the spin
isochromat relative to each other in the direction of the applied gradient (e.g. y). The larger
momentum of the applied gradient, the bigger the phase shift. The pase encoding gradient is
switched on for a short period of time only. Subsequent the frequency of the spins is the same
but the isochromats have different phases. The lower part of part 2) depicts a different phase en-
coding. 3) Frequency encoding: During acquisition a gradient field is switched on which leads to
a spatial dependent frequency on the second orthogonal dimension (e.g. x). Adapted from [25].

The main goal of the development of new MR pulse sequences is to combine RF pulses and
magnetic field gradients in a time efficient way and obtain images with the desired contrast
between different types of tissue. A detailed description of the MR physics involved in
sequence design can be found in the following Sections and in e.g. Haacke et al. [26].

2.3.1.2.1 Spatial Resolution and Field-of-View

Field-of-view

If restricted sampling takes place in one domain, this leads to replication in the other domain
which is the nature of discretised Fourier transformations. As mentioned above, sampling in
MRI takes place in the frequency domain. This has to be considered when the field-of-view
(FOV) in the object domain is chosen.
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Figure 2.7: Sampling in k-space and corresponging representation in the object domain. Adapted
from [27].

From Figure 2.7 one can define the FOV in the 2D imaging case as

FOVx =
1

∆kx

=
1

γ
2π (Gxr∆t)

(2.26)

and FOVy =
1

∆ky

=
1

γ
2π (Gyiτy)

(2.27)

where the readout gradient amplitude Gxr is applied during the sampling period ∆t and
the incremental phase encoding gradient amplitude Gyi takes place during the time τy.

Spatial resolution

As can be seen in Figure 2.7, k-space sampling is finite which leads to a 2D sinc blurring
function in the object domain. With a given FOV and number of sample points, N , the
spatial resolution in x and y direction can be defined as

δx =
FOVx
N

=
1

N

1

∆kx

(2.28)

and δy =
FOVy
N

=
1

N

1

∆ky

. (2.29)

While the FOV depends on the ∆ between the sampling period, spatial resolution depends
on the widths of k-space coverage kmaxx,y . The latter is defined by the maximum gradient
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areas.

kmaxx =
γ

2π

(
Gxr

τx
2

)
(2.30)

and kmaxy =
γ

2π
(Gypτy) . (2.31)

Combining Equations (2.26,2.27,2.30,2.31) leads to

δx =
1

γ
2π (Gxrτx)

(2.32)

and δy =
1

γ
2π (2Gypτy)

(2.33)

if N is large.

2.3.1.2.2 RF Excitation
Excitation generally means tipping the magnetisation by some angle out of the equilibrium
longitudinal position into a transverse position and can be described by Equation (2.22).
If we assume an amplitude modulated B1(t) radiofrequency field which is applied in the
transverse direction, the resulting field can be written as

~B1(t) = 2B1(t) cos(ωt)~ex (2.34)

where B1(t) is an amplitude modulation function and ω is the carrier frequency which is
used for excitation. Equation (2.34) can be decomposed into two circularly polarised fields
and be rewritten as

~B1(t) = B1(t) (cos(ωt)~ex − sin(ωt)~ey)︸ ︷︷ ︸
left-handed field

+B1(t) (cos(ωt)~ex + sin(ωt)~ey)︸ ︷︷ ︸
right-handed field

. (2.35)
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2	B1(t)

B0

(a) Linearly polarised excitation field applied in transverse plane
at frequency ω.

x y

z

2	B1(t)

x y x y

B1(t) B1(t)+

(b) Decomposition of a linearly polarised field into the sum of two counterrotating circularly fields.

Figure 2.8: Linearly polarised field and decomposition into counterrotating circularly polarised
fields. Adapted from [27].
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In contrast to the left-handed field, which has the same rotation direction as the precession
and is resonant with the spins, the right-handed field has only a negligible effect on the
spins and can be neglected. If we assume a short pulse duration compared to T1 and T2 we
can ignore relaxation terms and the resulting equation can be written as

~B1(t) = B1(t) {cos (ωt) ~ex − sin (ωt) ~ey}+B0 ~ez. (2.36)

Therefore we must solve
dMx
dt
dMy

dt
dMz
dt

 =

 0 γB0 γB1(t) sinωt

−γB0 0 γB1(t) cosωt

−γB1(t) sinωt −γB1(t) cosωt 0


Mx

My

Mz

 . (2.37)

Introducing a frame of reference rotating about the z-direction at the frequency ω with

Mrot =

Mx′

My′

Mz′

 , Brot =

Bx′By′

Bz′

 (2.38)

and
M(t) = Mrot(t) exp (−iωt) (2.39)

results in
dMrot

dt
= Mrot × γBeff. (2.40)

In which

~Beff = ~Brot +
~ωrot
γ

(2.41)

and in turn ~ωrot =

 0

0

−ω

 (2.42)

where a transformation to rotating unit vectors

~ex
′ = ~ex cosωt− ~ey sinωt, (2.43)

and ~ey
′ = ~ex sinωt+ ~ey cosωt (2.44)

is introduced in Eq. (2.40).
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Figure 2.9: Comparison of magnetisation behaviour in laboratory and rotating frames of reference.
Adapted from [27].

With Equation (2.40) it is possible to describe nonselective and selective excitation.

2.3.1.2.3 Free Induction Decay
The simplest experiment in NMR - if only the acquisition strategy is taken into account
- is a so-called Free Induction Decay (FID) experiment. It simply consists of an RF pulse,
which creates tranverse magnetisation followed by acquisition of the resulting signal. The
signal is sampled in the time-domain and the spectrum of the different Larmor frequencies
can be obtained using a Fourier transform (see chapter 2.3.1.1.1) of the acquired signal.
Figure 2.10 presents a 31P spectrum which is a Fourier transform of the acquired FID.
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Figure 2.10: real part of FID signal in frequency domain

The measured signal can be described with [27]

S(t) =

∫
x

∫
y

∫
z
M0(x,y,z) exp

(
− t

T2

)
exp (−iω0t) exp

(
−iγ

∫ t

0
G(τ) · rdτ

)
dxdydz.

(2.45)

2.3.1.2.4 Gradient encoding
Magnetic field gradients are able to change the Beff field which is exposed to the sample
and thus the Larmor frequency can be modulated spatially and temporally. Using these
gradients, it is also possible to excite a single slice of the sample in the scanner. Performing
so-called frequency and phase encoding of the measured signal, it is feasible to acquire
spatial dependent frequencies.

Slice Selection
Excitation, as it is described in chapter 2.3.1.2.2, excites the entire volume. This enforces
the use 3D readouts as the whole volume contributes to the acquired signal. This can be
reduced to a 2D problem, if the size of the excited volume is limited. This is typically
achieved with the use of a constant slice selection gradient, which is employed during the
RF pulse.
If we assume nonselective on resonance excitation with ω = ω0 in the case of a general
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B1(t), the angular ratio becomes ω1(t) = γB1(t). The Bloch equation can be rewritten
as

Mrot(t) =

(∫ t

0
ω1(s)ds

)
Mrot(0). (2.46)

This results in a tip angle, α, of

α =

∫ τ

0
γB1(t)dt =

∫ τ

0
ω1(s)ds (2.47)

for a general, time-varying B1(t).
If only B0 is present, the time varying B1(t) field acts on all spins and the excitation
is nonselective. A basic approach to apply selective excitation is the presence of a static
magnetic gradient Gz. In this case B1(t) only affects those spins with Larmor frequency,
and therefore the z-location matches the bandwidth of the RF pulse. Any other spin with
a resonance frequency outside the bandwidth of the applied B1(t) field will remain unaf-
fected.
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(a) Selective Excitation: B1 applied in the presence of Gz ex-
cites a plane perpendicular to z. The Fourier transform of B1(t)

approximates the slice profile.

(b) Ideal slice profile for a 90◦ excitation (slice thickness= ∆z).

Figure 2.11: Pictorial description of slice selective excitation. Adapted from [27].

This so-called off-resonant excitation can be described with

dMrot

dt
=

 0 ω0 + γGzz − ω 0

−(ω0 + γGzz − ω) 0 ω1(t)

0 −ω1(t) 0

Mrot (2.48)

or if the frequency is tuned to the central Larmor frequency

dMrot

dt
=

 0 ω(z) 0

−ω(z) 0 ω1(t)

0 −ω1(t) 0

Mrot. (2.49)
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In general, the cause of the off-resonant condition is irrelevant. It does not matter if it is
caused by an improperly tuned excitation frequency or by a gradient field.

Small tip-angle approximation

Assume that the initial condition at equilibrium equals Mrot =

 0

0

M0

 and only small tip

angles are applied.
With this so-called small tip-angle approximation, the equations of the transverse compon-
ents are no longer coupled to the equation of the longitudinal component and the solution
is given by

Mr(τ,z) = iM0 exp (−iω(z)τ)

∫ τ

0
exp (i2πf(z)s)ω1(s)ds. (2.50)

This can be simplified to
Mr(τ,z = 0) = iM0 sinα. (2.51)

If one assumes an excitation exactly on resonance (z = 0), the small tip-angle approximation
reduces to the nonselective solution. It should be noted that Mr(τ) is imaginary and only a
My′ component is implied because the magnetisation is rotated about x′ which is the axis
of ~B1.

Frequency Encoding
To encode the MR signal in one dimension, one can frequency encode which means that
during the readout a magnetic gradient field e.g. Gx(t) is applied. As mentioned before, the
Larmor frequency varies along the gradient direction and one line in k-space can be sampled
with different frequencies. If spin-spin relaxation processes are neglected and without loss
of generality a gradient Gx(t) in x-direction is assumed, the signal equation (2.45) can be
expressed as

S(t) =

∫
x
M(x) exp (−iω0t) exp

(
−iγ

∫ τ

0
Gx(t)dt ·x

)
dxdydz (2.52)

with
M(x) =

∫
z

∫
y
M0(x,y,z)dydz. (2.53)

Introducing kx(t) = γ
2π

∫ τ
0 Gx(t)dt and demodulating the rotating frame, the measured

signal can be identified as the Fourier transform of M(x)

S(kx(t)) =

∫
x
M(x) exp(−i2πkxx)dx = FT (M(x)). (2.54)
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Phase Encoding
Spatial encoding in the third dimension takes place with a phase encoding gradient in y
direction. The so-called phase-encoder is a short magnetic field gradient which is applied
between excitation and readout. While the gradient is switched on, spins precess with
different frequencies according to the Larmor frequency of the effective magnetic field.
Directly after switching off the gradient, the spins will precess with the system Larmor
frequency again but with a different phase according to their position. Assuming the same
as in section 2.3.1.2.4 and changing the gradient direction to the y-direction, it results in
an equivalent equation to (2.54)

S(ky(t)) =

∫
y
M(y) exp(−i2πkyy)dy = FT (M(y)). (2.55)

The equations (2.54,2.55) describe the same effect as in chapter 2.3.1.2.4 with the differ-
ence that in case of phase encoding, the phase is modulated before the readout of the signal
starts and in case of frequency encoding, the phase is modulated during signal acquisition.

2.3.2 Influence of Sequence Parameters on Image Quality

Apart from image artefacts (see section 2.3.5) the SNR is a significant descriptor of image
quality. SNR can be defined, for example, as the average value of the signal in a homogen-
eous region divided by the standard deviation of the noise in a signal-free region. Typical
factors which affect the SNR are the hardware used for imaging (MRI scanner) and all
the details of the MR sequence. The nature of the sample (how lossy/noisy it is) is also
very important but more difficult to influence than the imaging factors, especially so for in
vivo imaging. The influence of some general sequence parameters on the SNR is discussed
below.

1. Repetition time, TR: The repetition time is the time between two RF excitations.
This time has a direct influence on the total acquisition time and should be as short
as possible. However, a short TR does not allow for full T1 relaxation between pulses,
which results in a decreased MR signal in the next excitation. Thus, in general, SNR
decreases as TR decreases.

2. The MR image is characterised, among others, by its matrix size and by the spatial
extent of the field-of-view (FOV). The size of the voxels (FOV/matrix size in each
direction) defines the spatial resolution of the image. Decreasing the voxel size (which
corresponds to an increased spatial resolution) decreases the number of spins and total
magnetisation in one voxel. Thus, all other things being equal, the SNR decreases
with increasing spatial resolution.
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3. The number of independent samples of the noise influences the SNR by affecting the
standard deviation of the noise: SNR ≈

√
(NxNy). Furthermore, SNR will increase

if the whole scan is repeated a number of times, Navg : SNR≈
√

(Navg).

2.3.3 Echoes: Spin Echoes and Gradient Echoes

Following RF excitation the created transverse magnetisation Mxy will decay with a relax-
ation time T ∗2 . Depending on the desired contrast, it might be necessary to read out the
signal after a long preparation time, when little signal is left because of T ∗2 decay. This is
possible with the use of echoes. The so-called spin echo makes use of the possibility to
reverse part of the T2 dephasing - the T ∗2 part - of the spins. In order to achieve this, an
additional RF pulse, a 180◦ refocusing pulse, is inserted into the sequence at a time TE/2
after the first RF pulse excitation pulse. The 180◦ pulse reverses the sign of the phase
gained by the spins precessing in the xy-plane. Spins which were subjected to stronger
dephasing and had accumulated a large phase now lag behind the spins subjected to no
or moderate dephasing. The same field inhomogeneities as before act on the spins and all
spins are rephased at the time TE after the excitation pulse. The MR signal at the time of
the echo is much stronger than it would be in the absence of the 180◦ pulse. Spin echoes
compensate for the T ∗2 effects but not the T2 relaxation. Therefore spin echo sequences are
dedicated to generate T2-weighted images.
The principle of the refocusing pulse is often compared to a 400m race for illustrative
purposes. We assume that every runner runs with a different but constant speed for a time
TE/2, after which all athletes stop wherever they were on the track, reverse direction, and
run with the same speed as before for another TE/2 interval. All will thus cover in the
second TE/2 interval the same distance as in the first one and will arrive simultaneously at
time TE at the start. At a time TE/2 when they first stopped they are said to be dephased;
at time TE when they all reach the start line again, they are said to be rephased.
In contrast to the spin echo, the gradient echo does not compensate for T ∗2 decay, but
provides a very convenient way to prepare the frequency-encoded signal directly for Fourier
transformation. Initially, a gradient is used to pre-dephase all spins. With exactly the same
but inverted gradient, it is possible to rephase all spins in the centre of the read-out. Due to
this, all gradient echo sequences are T ∗2 weighted but they have the advantage of a much
faster acquisition. A mathematical description can be found following.
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2.3.3.1 Echoes

In a rotating frame of reference, which is rotating at the centre frequency ω0, the effect on
the phase of the signal which occurs because of gradient fields or off-resonance effects can
be described with

φ(x,y,z,t) = γE(x,y,z)t︸ ︷︷ ︸
inhomogeneity

+ ωcst︸︷︷︸
chemical shift

+ γ

∫ τ

0
G(t) · rdt︸ ︷︷ ︸

gradient fields

. (2.56)

In MR almost every imaging sequence uses so-called echoes to acquire the signal. The
echoes occur when the space-variant phase shifts are reversed. This can be achieved in two
simple ways.

Gradient Echo

As mentioned before, a magnetic gradient field results in a modulation of the Larmor
frequency and therewith in a dephasing of the spins. If the gradient direction is inverted,
it results in a rephasing of the spin. Inverting the gradient direction means that the spins
begin to rephase. After the absolute values of the amplitude-time-products of the rephaser
and dephaser equals another, the spins are completely rephased and the echo occurs. The
spins which are dephased by e.g. field inhomogeneities or chemical shifts cannot be rephased
with a gradient echo and thus the signal decays faster as in the case of a spin echo. The
relaxation constant which describes this behaviour is usually called T ∗2 .

Figure 2.12: Schematic diagram of a simple gradient echo experiment with a 90◦ excitation pulse
and the corresponding echo displayed in red.
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Spin Echo

Another way to generate an echo is to use an refocusing pulse. If the 180◦ refocusing pulse
is applied after a time TE/2, the spins are dephased by means of chemical shifts and B0

inhomogeneities during 0 ≤ t ≤TE/2 and rephased in the time TE/2≤ t ≤ TE. This is
caused by the same mechanism which lets the spins dephase. After the refocusing, the same
effects cause rephasing of the spins. The exponential decay constant T2 characterises the
decrease of the amplitude at different echo times.

Figure 2.13: Schematic diagram of a simple spin echo experiment with a 90◦ excitation pulse
followed by a 180◦ refocusing pulse and the corresponding echo displayed in red.

2.3.4 Data acquisition in 2D and 3D

As already noted, the process of manipulating the spin ensemble is called a pulse sequence.
Such a sequence usually comprises an excitation part with well-defined RF pulses, frequency
and phase encoding, and an acquisition of echoes.

2.3.4.1 2-dimensional

Most commonly used imaging sequences sample in a 2D or 3D Cartesian manner. This
means that the k-space of every single slice (z-direction) is acquired on a Cartesian grid.
Without loss of generality the readout direction is called x-direction.
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In the simplest case, one of N lines (y-direction) is acquired after a slice selective excitation
with a gradient or spin echo. This results in N excitations to sample one slice. These lines
are selected by the use of a phase encoding gradient. The amplitude-time-product of the
phase encoding gradient is varied for different lines.

2.3.4.2 3-dimensional

In contrast to a 2D sequence, excitation in 3D sequences can be nonselective. To achieve
spatial information in z-direction, an additional phase encoding gradient is needed. This
gradient varies the phase in z-direction and these steps are the so-called partitions.
The main advantages of a 3D acquisition in contrast to a 2D image are a higher SNR due to
acquisition of the whole volume and not only a single slice and an easier achievable isotropic
resolution and thiner "slices" in z-direction. In 2D acquisitions, the slice thickness is limited
by the shape of the RF pulse and the gradient amplitude of the slice-select gradient. In
3D measurements, the thickness/resolution is determined via phase encoding. The major
disadvantage of 3D acquisition is the long acqusition time caused by a long TR. In 2D
sequences, the effective TR of a slice is given by TR · slices. If the same effective TR shall
be used in 3D acquisitions, it has to be multiplied by the number of slices which prolongs
the acquisition dramatically.
If a 3D Fourier Transform is applied to the 3D k-space, information is transfered to the
object domain as mentioned in section 2.3.1.1.1.

2.3.4.3 A simple imaging sequence

Figure 2.14(a) depicts a typical 2D gradient echo imaging sequence and Figure 2.14(b) the
responding k-space trajectory. Directly, after applying the slice selection gradient the spins
are dephased and a slice rephasing gradient is applied. During this time, the phase encoding
gradient is applied and the readout gradient is rephased.
The phase encoding gradient and the readout dephaser can be understood as a walk through
the k-space as depicted in Figure 2.14(b). After applying these gradients the position is
moved to, for example the upper left corner of the corresponding k-space. When the readout
gradient is switched on, the analoge to digital converter (ADC), which samples the signal,
is also switched on. The gradient echo occurs in the centre of the readout gradient because
the readout dephaser has half of the area as the readout gradient. The time when the echo
occurs is called the TE. This experiment is repeated N times where N is the number of
phase encoding steps.
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(a) Gradient echo sequence diagram. (b) Typical k-space trajectory of a gradient echo
sequence

Figure 2.14: Exemplary gradient echo sequence and the corresponding k-space trajectory for
different repetitions of the phase encode gradient

2.3.5 Artefacts

MRI often suffers from image artefacts which are produced by different mechanisms and
are sometimes unavoidable. The identification of these artefacts is important for the inter-
pretation of MR images, especially for diagnostic purposes. In principle each sequence and
combination of parameters can generate different artefacts and thus it should be addressed
on a case-by-case basis and two frequent classes or artifacts are described below.

2.3.5.1 Aliasing (Wrap-around)

Since spatial information is encoded in the frequency domain, the MR signal should not
contain frequencies higher than the highest frequency that can be digitised with the max-
imum ADC sampling rate. The Nyquist theorem, which is well known in signal processing,
states that if a signal is sampled with sampling rate 1/∆t, the highest frequency that can be
digitised accurately is 1/(2∆t). For the vast majority of MRI applications, the sampling rate
of the ADC is chosen in such a way that all frequencies of the MR signal are well sampled.
This argument, however, is only valid for the frequency encoding axis. The sampling rate
along the phase-encoding axis is given by the increment of the phase encoding gradient.
To understand what happens if the Nyquist criteria is not fulfilled, one has to realise that
spatial encoding with the use of phase encoding only takes place in the chosen FOV. All
spins outside the FOV are phase encoded in such a way that they cannot be distinguished
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from spins inside the FOV. This happens if the phase of the spins gains more than 360◦

from the encoding. For example MR signals which underwent a phase encoding of 370◦

behave like parts of the signal which are encoded with 10◦. These parts are “wrapped
around” to the other side of the image. This effect is called “wrap-around” or “fold-over”. In
signal processing it is generally called “aliasing”. Choosing a larger FOV solves the aliasing
problem, but at the expense of either measurement time or resolution. It is also possible to
saturate parts of the imaged object in such a way that they do not contribute to the MR
signal. The effective FOV can also be reduced by using special coils with spatially limited
sensitivity.

2.3.5.2 Chemical Shift

The Larmor frequency of protons is influenced by the chemical environment, that is, the
surrounding atoms, molecules, and their magnetic properties. The influence of the chemical
environment on the frequency is called the “chemical shift”. It is caused by a shielding of
the static magnetic field (from the magnet) at the position of the hydrogen nucleus by the
electron cloud and it is this shielding that is different in different chemical bonds (electron
configurations). This property is extensively used in spectroscopy, to identify protons in
different compounds by their chemical shift (see Figure 2.10). For imaging, however, the
chemical shift can produce signal misregistration. A constant shift of frequencies is reflected
by a spatial shift in images. This means that compounds containing protons with Larmor
frequencies differing through chemical shift (e.g. water and fat are separated by 3.45 ppm)
appear shifted relative to each other even if they are in the same spatial location. Some
MRI sequences (such as EPI) are much more sensitive to these effects than others and
the fat-water shift can be a significant proportion of the FOV. To minimise this effect it
is customary to first suppress the signal of fatty tissue by use of narrow-band RF pulses
which affect only the protons with the frequency corresponding to fat. The resulting fat
signal can be dephased by the use of gradients. Subsequent imaging reflects the properties
of water protons and no longer contains the contaminating signal from fat.

2.3.5.3 B1 Inhomeogeneities

The cause of spatial variation of the ~B1 excitation field is the coil which produces the ~B1

field and the finite wavelength which is given by

λ =
c

ν
(2.57)
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where c equals the vacuum speed of light and ν equals the frequency which is, in case of
on-resonant excitation, well-defined by the Larmor frequency

ν =
γ

2π
B0 (2.58)

which is in the case of proton imaging

νprotons
B0

= 42.56
MHz
T

. (2.59)

The speed of light cmed in a medium is influenced by the dielectric permittivity

cmed =
1

√
µrµoε0εr

(2.60)

where µr ≈ 1, if we assume only non-ferromagnetic materials. With increasing B0 the
Larmor frequency also increases. Therefore the wavelength for proton imaging decreases
and approaches dimensions of the human body. Thus a varying B1 distribution gives rise
to differently measured signal intensities throughout the imaging area.

2.3.6 Adiabatic pulses

The aim of this section is to give a brief overview about the pros and cons of adiabatic
pulses. For a more detailed description about adiabatic pulses the reader is referred to [28]
and [29]. The main goal of adiabatic RF pulses avoid most of the ~B1 inhomogeneities such
as mentioned in section 2.3.5.3. Standard RF pulses, such as a sinc or a rectangular pulse,
are amplitude modulated and have a constant phase. Adiabatic pulses are amplitude and
phase modulated and fulfil the so-called adiabatic condition [28] which is described in the
following and is represented in equation (2.61).

2.3.6.1 Basics

In the early days of NMR, resonance was achieved using continuous wave (CW) excita-
tion by sweeping the amplitude of the polarising magnetic field B0 in the presence of a
constant radio frequency field. This technique has been superseded by using pulsed NMR
experiments. Here the static magnetic field B0 is kept constant and a pulsed ~B1 RF field
is used to excite the full band of spectral frequencies. Typically, the carrier frequency of
these pulses is kept constant. So-called adiabatic pulses are frequency modulated pulses for



44 Chapter 2 Theoretical Background

which the carrier frequency is varied. In an adiabatic experiment, the net rotation of the
magnetisation, M , is insensitive to amplitude modulations of the ~B1 field. These pulses
offer the advantage of rotating the magnetisation by a constant flip angle, even if ~B1 is
highly inhomogeneous. Within the spectral bandwidth of interest, all spins with different
isochromats are rotated sequentially if the frequency sweep ωRF(t) approaches the reson-
ant frequency of each isochromat. For adiabatic pulses such as the adiabatic full passage
pulse - which is described below - the bandwidth is defined by the range of the frequency
sweep. The flip angle which is applied to the spins is uniform if the effective magnetic field
changes are slower than the rotation of M . This adiabatic condition can be satisfied by a
slow frequency sweep or a high ~B1 amplitude.
For conventional pulses with a constant frequency, the bandwidth ∆Ω is directly inverse
to the pulse duration Tp. In many adiabatic pulses these two parameters are independent.
The adiabatic condition K(tΩ) can be expressed according to [28]

K(tΩ) =

∣∣∣∣∣
(
γB0

1F1(tΩ)
)2

AḞ2(tΩ)

∣∣∣∣∣� 1 (2.61)

where F1 represents an amplitude modulation and F2 corresponds to a frequency modula-
tion, Ω is the desired bandwidth and tΩ represents all specific durations when the isochromat
is on resonance. RF pulses which fulfil this adiabatic condition (2.61) can be used for ex-
citation and for inversion.
The disadvantage of adiabatic pulses is a much higher energy deposition into the sample
which causes problems in in vivo measurements because “specific absorption rate” (SAR)
limits have to be accounted for. Another disadvantage of adiabatic pulses is a longer pulse
duration to achieve the same flip angle compared to a standard pulse.

Visualising Adiabatic Pulses

Adiabatic pulses can be well understood in a second rotating frame of reference with axis
labels x′′,y′′,z′′ with respect to the usual used rotating frame with the axis labels x′,y′,z′.
This second frame of reference is the so-called “Beff frame” and it rotates with the frequency
of the RF pulse. In standard RF pulses, the frequency is constant and therefore the angle
between Beff andM is large. Adiabatic pulses operate under the so-called adiabatic passage
principle, which states that the magnetisation vector of a spin system follows the direction
of Beff, provided that the direction of Beff does not change significantly during one period
of precession of the magnetisation about the effective field. Mathematically, this condition,
also known as the adiabatic condition, is described by (2.61). When the adiabatic condition
is fulfilled, a magnetisation which is initially collinear with Beff will remain collinear, and
a magnetisation that is initially perpendicular to Beff will precess about Beff in a plane
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orthogonal to Beff during the pulse.
During an adiabatic full passage (AFP) pulse, which is described in more detail in section
2.3.6.2, the orientation of Beff is changed in such a way that the angle which is subtended
byM and Beff is kept constant throughout the pulse and the magnetisationM moves with
Beff. This implies the term “adiabatic”, because the change in orientation of Beff has to be
slow.

Figure 2.15: Vector diagrams showing the effective field and its components in two rotating
frames of reference. In a) Relationship between the FM frame, x′, y′, z′ with thin axes and the
Beff frame, x′′, y′′, z′′ with thick axes. In b) Magnetic field components and evolution of the
magnetisation vector ~M in the Beff frame. Adapted from [28].

2.3.6.2 Inversion Pulses

One of the first adiabatic inversion pulses which produced a reasonably sharp profile is the
hyperbolic secant or so-called adiabatic full passage pulse. The name of the pulse has its
origin in the shape of the amplitude modulation which is given by

amp = sech(β ·u) (2.62)

The phase modulation is given by

phase = µ log(amp) (2.63)

where µ depicts the degree of phase modulation and β the truncation level. Combining
these gives

∆ωBW = 2µβ (2.64)

which determines the bandwidth of the pulse. It is possible to solve the Bloch equations
analytically with these amplitude and phase modulations.
The amplitude and phase modulation of this pulse with −1 ≤ u < 1 and β = 4.5 and
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µ = 5.0 can be seen in Figure 2.16. The evolution of the magnetisation during a hyperbolic
secant pulse is displayed in Figure 2.17 which was simulated using the open source MRI
simulator JEMRIS [30, 31]. As depicted in Figure 2.17, the longitudinal magnetisation is
inverted relative slowly, to fulfil the adiabatic condition, while the transverse components
oscillate during the pulse. After the pulse duration Tp, the longitudinal magnetisation is
inverted and the transverse components are in the same condition such as before the pulse.
This pulse results in a good inversion efficiency [32], is easy to implement and can be made

Figure 2.16: Amplitude and Phase modulation of the adiabatic full passage inversion pulse

slice selective. At the beginning of the pulse, the angle of Beff is 0 and thus, the effective field
is aligned with the equilibrium magnetisationM along the z-axis. If the adiabatic condition
is satisfied the adiabatic passage principle dictates that the magnetization vector M will
track the direction of the effective field Beff during the RF pulse. More preciselyM precesses
about Beff along a very tight cone. At half the pulse duration both Beff and M point along
the x axis. During the next half of the pulse, Beff rotates toward the negative z axis. At the
end of the pulse, the effective magnetic field Beff has experienced a 180◦ rotation. Since the
magnetisation vector tracks Beff, an adiabatic inversion of the magnetisation is achieved.
The trajectory of the magnetisation vector during adiabatic inversion is quite different from
that in nonadiabatic inversion, in which case the magnetisation is always perpendicular to
the B1 field.

2.3.6.3 Adiabatic RF Pulses with less peak power

A relatively simple-to-implement adiabatic inversion pulse with less peak power and thus
lower SAR deposition is the so-called HSn pulse [28]. These pulses allow an effective in-
version and refocusing with less peak power during shorter pulse durations. Amplitude and
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Figure 2.17: Evolution of the magnetisation during the AFP pulse

phase modulations of HSn pulses are shown in Figure 2.18 and given by (τ = 2t
Tp
− 1 for t

in the range of [0,Tp])

amp = sech (βτn) (2.65)

phase =

∫
sech2 (βτn) dτ (2.66)
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Figure 2.18: Amplitude and phase modulation of a HSn pulse with parameters: n=6; pulse
duration=6000µs; β=5.3; Bandwidth=4000Hz. Phase is restricted to [0,2π] and amplitude is
scaled to [0,2π] to achieve same size for better viewing.

2.3.7 Parallel Imaging Techniques

The main goal in parallel imaging is to speed up the whole imaging process. Classically, a
coil with one element for receiving is used. For the use of parallel imaging more than one
coil is needed. It is possible to acquire an image with each of the coil elements. To gain in
acquisition speed, it is possible to acquire e.g. only every second line of the k-space and
reconstruct the other ones with a GRAPPA (GeneRalized Autocalibrating Partially Parallel
Acquisitions) [33] reconstruction.
Multicoil arrays [34] were designed to reach an increased signal-to-noise ratio (SNR) com-
pared to volume coils. Another application of phased array coils is partially parallel acquisi-
tion (PPA) method, which is implemented to the image reconstruction system on the used
3 Tesla Siemens Tim-Trio system is the so called GRAPPA reconstruction method and
described more precisely in section 2.3.7.2.

2.3.7.1 History of Parallel Imaging Reconstruction

Soon after the development of phased array coils [34], it was recognized that they could also
be used to reduce scan time by utilising additional information given by multiple different
coils and their own B−1 field [35–38]. The basis of all such parallel imaging methods is that
scan time is, as described in section 2.3.1.2, linearly proportional to the number of phase-
encoding lines in a Cartesian acquisition. Increasing the distance between phase-encoding
lines in k-space by a factor of R, while keeping the maximal covered frequency in k-space
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fixed, reduces the scan time by the same factor. Increasing the distance between phase-
encoding lines decreases the FOV by the same factor simultaneously. In parallel imaging,
this factor R is called acceleration factor.
If the object extends outside the reduced FOV, aliasing or wrap-around artifact occurs (sec-
tion 2.3.5.1). In PI techniques, the spatial dependence or sensitivity of the B−1 field of the
used receive coil array is used to reconstruct an unaliased image.
Two different approaches to remove the aliasing, one k-space based, for example GRAPPA
[33], which itself is historically based on SMASH (simultaneous acquisition of spatial har-
monics) [39] and one image space based, for example SENSE (sensitivity encoding) [40]
exist.
In SMASH, the spatial dependence of the sensitivities is used to reconstruct synthetic miss-
ing k-space lines by approximating the corresponding sinusoidal phase twists produced by
an encoding gradient from one single acquired line. Finally a single k-space data set is con-
structed and Fourier transformed to give the unaliased image. Further developed methods
are AUTO-SMASH [41] in which a set of calibration lines are acquired around the centre
of k-space and VD-AUTO-SMASH [42] in which these lines are used for latter image re-
construction as well.
SENSE [40] based image reconstruction is performed in the image space and not used
during the work for this thesis and not further discussed.

2.3.7.2 GRAPPA Reconstruction

The prior described methods SMASH [39], AUTO-SMASH [41] and VD-AUTO-SMASH
[42] were the first k-space based PI reconstruction methods but they are not used nowadays.
GRAPPA [33] can be seen as a further developed VD-AUTO-SMASH method which applies,
in contrast to all SMASH variants, a blockwise reconstructions to generate the missing lines
and not only single lines. This is shown schematically in Figure 2.19. Data from multiple
lines of all coils are fitted to an auto-calibration signal (ACS) line in a single coil. This
results in some weights which are used to calculate all missing lines of the corresponding
coil image. After applying this to all missing lines for each coil, a full set of uncombined
images is obtained. These images can now be combined to one image using a normal sum
of squares reconstruction.
The reconstruction of data from coil j at a line offset (ky − m∆ky) from the normal
acquired data can be expressed by

Sj(ky −m∆ky) =

L∑
l=1

Nb−1∑
b=0

n(j,b,l,m)Sl(ky − bA∆ky). (2.67)
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Figure 2.19: Schematic draft of the GRAPPA algorithm. Multi lines acquired in each of the coils
are fit to an ACS line, which is acquired by a single coil. Here: 4 lines used to fit to a ACS line
in Coil #4. Adapted from [33]

For a more detailed description the reader is refered to [43].

2.3.8 Multi Echoes and EPI Factor

Echo planar imaging (EPI) is one of the fastest MRI pulse sequences [23] and with modern
gradient and RF hardware, EPI is capable of acquiring a single 2D image in only a few tens of
milliseconds. An EPI pulse sequence differs from conventional pulse sequences (such as spin
echo and gradient echo as described in section 2.3.4.3), mainly in the ways that the readout
and phase-encoding gradients are applied. In EPI a series of bipolar readout gradients is
employed to generate an echo-train in with each gradient echo is distinctively spatially
encoded via a phase encoding gradient pule. EPI is used to provide singleshot images with
lower resolution. These images often suffer from artifacts such as ghosting along the phase-
encode direction due to system imperfections (e.g. eddy currents) or chemical shift artifacts
in the phase encoding direction (see section 2.3.5 for more details).
With so-called EPI-factors a multishot image acquisition is performed instead of a singleshot
acquisition as in EPI and a standard gradient echo imaging sequence can be accelerated
further by avoiding strong image artifacts as they appear in singleshot EPI images. With the
use of multishot acquisitions, the effective acquisition bandwidth in phaseencode direction
is increased and thus the appearance of chemical shifts artifacts are reduced.
If, e.g., three gradient echoes after one excitation are acquired and this is repeated N/3
times, it is possible to speed up the acquisition process by a factor of three without having
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distortions.
This can be done in different ways. A first approach would be to acquire three consecutive
lines. Thus the signal would be modulated periodically in the k-space, because of T ∗2
relaxation during the readout of the different lines. A simple alternative is to introduce
interleaved segments, which are sampled after the excitation as depicted in Figure 2.20(a).
The phase-encoding blip between the acquisition of the different lines has to have a greater
momentum to reach the corresponding regions in k-space. This leads to a small time loss
between the acquisitions in contrast to acquiring the lines consecutively but the aliasing
artefacts - as they occur in convential EPI sequence - can be largely avoided [26]. The
weighting caused by T ∗2 decay of the signal in k-space still leads to ringing in the image
and thus the EPI-factor has to be well-chosen. Before image reconstruction takes place, the

(a) k-space of a segmented EPI sequence (b) relaxation weighting of the k-space

Figure 2.20: k-space diagram of a segmented EPI sequence and corresponding weighting of the
intensity in k-space depending on the y-position.

lines, which were acquired with a negative gradient amplitude, have to be reversed because
of time reversal, to be correctly registered to k-space.
Also phase correction of the acquired lines has to be performed to reduce ghosting artefacts
[44]. These corrections are performed using the standard image reconstruction software,
which is provided by the scanner.
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.  .  .

(a) segmented k-space with EPI factor 3

.  .  .

(b) segmented k-space with EPI factor 3 and
GRAPPA 2

Figure 2.21: Depiction of a segmented k-space with EPI factor three.

By combining parallel imaging with the above mentioned segmented EPI readout scheme,
the whole acquisition process can be accelerated by a large factor (e.g. combining EPI factor
of 5 with an GRAPPA factor of 2 results in a total acceleration of approximately 10). This
leads to faster imaging sequences which is a major advantage in the clinical acceptance of
quantitative imaging.

2.3.8.1 Echotimeshifting

Multi-shot echo planar imaging, as it is used during the work for this thesis (see section 2.3.9
or section 3.3.2.2), suffers from field inhomoegneity related phase errors. Discontinuities in
k-space result in ghosting artifacts in the image space as a result of the Fourier transform.
As shown by Feinberg et. al [45, 46] the use of echo time shift (ETS) removes ghosting
and modulation artifacts which are caused by recurrent identical phase errors in interleaved
segmented or multi-shot EPI imaging sequences.
Off-resonance phase errors evolve continously with time during the gradient echo train and
map directly onto the phase-axis of k-space. In single shot sequences there are no large
discontinuous phase jumps but opposite polarity read gradients encode the consecutive
signals so every other singal has to be reversed imposing a time reversal of the evolving
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phase error. In contrast multi-shot EPI different echo trains have identical off-resonance
phase errors if they occur at the same time after excitation and thus signals with identical
phase errors are grouped and phase discontinuity between these segments.
ETS makes use of a differential time delay ∆t between the refocusing pulse (in spin echo
EPI) or the excitation pulse (in gradient echo EPI). Thus the echo train occurs at a different
time on the phase error curve which is supposed to be constant. ∆t equals the spacing
between next echoes in the train, TGE (total read gradient time including ramp up and
down) divided by the number of excitation cycles NEX . The time shift of the ith excitation
is given by

∆t = (i− 1)

[
TGE
NEX

]
− TGE

2
(2.68)

and visualised in Figure 2.22. As shown by Feinberg [46] this leads to less image artifacts
due to a linear amplitude phase modulation instead of discontinuities. This only leads to
negligible blurring in multi-shot EPI sequences and is implemented in all sequences used
during the work for this thesis.

Figure 2.22: Evolution of the phase error in interleaved multi-shot EPI. Top: without ETS; bottom:
with ETS. Here an echotrain of three echoes / segments is displayed. In spin echo EPI the phase
error is zero in the middle of k-space, while for gradient echo EPI the phase error accumulates
through the readout duration. It can be seen, that the phase evolution is a straight line (red)
with the use of ETS while it has discontinuities if ETS is not used. Adapted from [46].
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2.3.9 Multi-shot multi-echo spin-echo EPI

Nowadays single-shot EPI sequences are used for various purposes such as functional MRI
and diffusion measurements, in which there is no need to achieve shortest possible echo
times. As soon as quantitative T2 imaging is performed, the need for short echo spacing and
thus, in case of an EPI-like readout, the need for short readout times is obvious. In single-
shot EPI sequences, this can only be achieved by the use of missing out parts in the k-space
via parallel imaging techniques and partial Fourier skipping combined with low-resolution
imaging. This shortens the readout time and thus the shortest possible TE and consequently
echo-spacing which are beneficial to increase SNR. However, due to the inherent low SNR
of the signal of interest averaging is still required increasing the measurement time. To
overcome this drawback, we propose the use of a multi-shot segmented EPI readout. In
this readout scheme, the k-space is divided in n segments (where n is the total number
of acquired k-space lines divided by the number of shots). At each shot n lines (one line
in each segment) is read out and this is repeated for all shots. Thus, the number of shots
multiplies the total acquisition time, but the number of averages can be reduced due to
higher available SNR consequence of shorter echo time and spacing.

2.4 Safety Aspects

MRI is a noninvasive medical imaging method, which does not use ionising radiation. At
the current level of knowledge there is no evidence to suggest that MRI is associated with
harmful effects; this aspect has been investigated since the first applications of NMR. There
is, however, a need for safety-related precautions to be adhered to regarding all three main
components of an MR scanner (main field, gradients, and the RF).
The static magnetic field interacts strongly with some types of materials. It has to be
ensured that patients do not have any ferromagnetic implants or object on their person.
The admittance of any ferromagnetic objects in the magnet room is strictly forbidden. These
objects can be accelerated by the magnetic field to a velocity which can be compared to that
of a projectile. Even small objects can have fatal effects when sharp. Obviously, although
the main concern is for the safety of patient and healthcare staff. Accelerated ferromagnetic
objects striking the magnet can also have serious effects on the magnet itself and cause
it to change from being superconducting (no electrical resistance) to the normal, resistive
state. When this happens, the magnetic field begins to decay suddenly and this event is
known as a “quench”. The sudden dissipation of heat causes the liquid helium to vaporise,
creating a huge amount of helium gas at low temperature and very high pressure. If the gas
is not channelled properly to the outside through a so-called quench pipe, the MR room
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will fill with gas very quickly after a quench, putting anybody in the room in danger of
freezing and asphyxiation.
Another potential safety concern is direct electrical stimulation caused by the fast switching
gradient fields. Electronic devices (e.g. pacemakers) can be easily damaged not just from
the static field but also from the switching of gradients. Fast-switching gradients can induce
currents into any conducting medium, for example the human body. This can result in direct
electrical stimulation of peripheral nerves. Further effects include the generation of light
flashes (magnetophosphenes) that may result from a slight torque exerted on the retinal
cones. These biological side effects are circumvented by the imposition of limitations on
the switching rate of the gradient fields (dB/dt). The scanner operator is prevented from
exceeding safety limits; the scanner software will simply stop the planned measurement
from being executed until changes are made (switching times are lengthened, for example)
such that the pertinent safety requirements are adhered to.
RF pulses can cause heating in the patient which is similar to the (much stronger) effect
of microwaves and can cause heatings especially of ferromagnetic materials such as tattoos
which contain ferromagnetic substances. Current FDA guidance limits the so-called SAR
for whole body exposure to 4.0W/kg for patients with normal thermoregulatory function
and 1.5W/kg for all patients, regardless of their condition. Again, the scanner operator is
prevented from exceeding the safety limits by the software.
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2.5 Oxygen Metabolism

This section will describe some basic principles in the human body, first how oxygen from
breathed air is transported in the blood in section 2.5.1 and finally how it is metabolised in
the cells in the electron transport chain in section 2.5.2. The knowledge of the basic meta-
bolisation processes is needed to understand and to develop new imaging technologies.

2.5.1 Oxygen Transport

Figure 2.23 shows the basic transport mechanisms in the human body. First air comprising
oxygen is breathed in to the lungs. In the alveolis oxygen from the air is exchanged to the
blood via osmosis and bound to haemoglobin in the erythrocytes. From there the blood is
transported back to the heart and accelerated into the arterial system to the body. The
arterial blood system ends up in capillaries where the bound oxygen is transported via
osmosis to the tissue which can be e.g. muscles or the brain.

Human	Brain

lungs

heart

oxygen

oxygenated	red	blood	cell

deoxygenated	red	blood	cell

oxygenated	blood
pumped	out	of	heart

deoxygenated	blood
flowing	back	to	heart

oxygenated	blood
returning	to	heart

deoxygenated	blood
pumped	out	of	heart

oxygen	enters
blood	in	lungs
via	osmosis

Figure 2.23: Schematic drawing of oxygen transportation and blood flow in the human body.

2.5.2 Electron Transport Chain

Following the transport of oxygen to the tissue, it is then metabolised from O2 to H2O in
the electron transport chain (ETC). The ETC is a series of redox reactions which transfer
electrons from electron donors to electron acceptors. This electron transfer is coupled with
the transfer of protons across a membrane which creates an electrochemical proton gradient
that drives the synthesis of adenosine triphosphate (ATP). The acceptor of electrons in the
ETC is molecular oxygen and the final metabolisation step from oxygen to water happens in
a redox reaction called Complex IV of the ETC, which is depicted in Figure 2.24. In Complex
IV (or cytochrome c oxidase) four electrons are moved from four molecules of cytochrome
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c and then transferred to molecular oxygen (O2). Which in turn produces two molecules
of water. Simultaneously, four protons are removed from the mitochondrial matrix which
contribute to the proton gradient. More details can be found in textbooks (e.g. [47,48]).

ATP
Synthase

ATP
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Fumarate
Succinate

Outer membrane
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Matrix
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cycle

Figure 2.24: Schematic representation of the electron transport chain. At Complex IV
O2 is metabolised to two H2O. Figure taken from https://en.wikipedia.org/
wiki/Electron_transport_chain#/media/File:Mitochondrial_electron_
transport_chain%E2%80%94Etc4.svg which was originally published under the public
domain.

https://en.wikipedia.org/wiki/Electron_transport_chain#/media/File:Mitochondrial_electron_transport_chain%E2%80%94Etc4.svg
https://en.wikipedia.org/wiki/Electron_transport_chain#/media/File:Mitochondrial_electron_transport_chain%E2%80%94Etc4.svg
https://en.wikipedia.org/wiki/Electron_transport_chain#/media/File:Mitochondrial_electron_transport_chain%E2%80%94Etc4.svg
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2.6 Oxygen-17 (17O)

Oxygen (molecular formula O2) is a colourless and odorless gas (at standard temperature
and pressure which is according to IUPAC T=273,15K, p=100 kPa). The two oxygen atoms
are bond through a so-called double bond (spin-triplet electron configuration of an order
of two).
Oxygen-16, which is the most abundand oxygen isotope, has eight neutrons an eight protons
in its nucleus. Oxygen-17 (17O) was firstly hypothesized by Patrick Blackett [49] 1924 and
imaged in Rutherford’s lab 1924.

Blackett: "Of the nature of the integrated nucleus little can be said without
further data. It must however have a mass 17, and provided no other nuclear
electrons are gained or lost in the process, an atomic number 8. It ought
therefore to be an isotope of oxygen. If it is stable it should exist on the earth."

17O is a stable isotope of oxygen with an additional neutron (with respect to 16O) in the
nucleus and a nuclear magnetic moment (γ = 5.7MHz/T) and a half-integer spin of 5

2 [50]
which makes it suitable for NMR or MRI experiments [51–63].
In comparison to another isotope of oxygen, oxygen-15, which is used as an positron emis-
sion tomography tracer (15O- PET), 17O-MRI can be used as a non-invasive method without
any radioactive exposure due to H15

2 O injection or inhalation of radioactive 15O. Another
advantage of 17O over 15O is that no on-site production is needed. In case of 15O experi-
ments the tracer has to be produced on-site due to it’s very short halflife of approximately
2mins. [64]. Due to this benefits and the better availability of ultra-highfield MRI machines
an increasing interest in 17O MR spectroscopy (MRS) and MRI is seen during the last few
decades.
A huge advantage of 17O-MRI/MRS methods in contrast to 15O-PET is that 17O2 mo-
lecules either in the form of free gas or dissolved in water are not MR-detectable due to
the presence of two unpaired electrons making them strongly paramagnetic [58]. As an
additional feature, when bound to haemoglobin, the 17O signal is broadened so strongly
that with the use of standard NMR techniques is not possible to measure the extremely
slow rotational motion of the oxyhaemoglobin complex with its large molecular weight. This
property causes very short transverse relaxation times T2 leading the haemoglobin bound
17O molecules being not detectable in NMR or MRI measurements.
Therefore, 17O is only detectable by means of MR if it is bound to protons as water mo-
lecules (H17

2 O) which is a unique feature of 17O-NMR techniques. This phenomenon allows
the selective detection of metabolically generated H17

2 O without confounding signals from
the 17O2 molecules bound to haemoglobin. This property is a huge advantage with respect
to 15O-PET where the metabolically produced H15

2 O and 15O bound to haemoglobin are
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detectable thus impeding the differentiation between these two compartments.
Comparing the physical properties of 17O to these of 1H-MRI the relatively small gyro-
magnetic ratio coupled to its scarce natural abundance (0.037 %), leads to a low NMR
sensitivity (2.9 % of 1H) complicating its detection and quantification [50].
The achievable SNR is strongly dependent on the available magnetic field strength as given
by:

SNR ∝ Bβ
0

√
QT ∗2
T1

(2.69)

where β = 7/4, a theoretically predicted parameter, and Q is the quality factor of the
radiofrequency (RF) coil [65–67]. Thus ultra-high field (UHF) MR systems (≥7T) are
usually the preferred choice in order to achieve an adequately high SNR.
In contrast to other nuclei (such as 1H, 31P, 13C), the relaxation times T2 and T ∗2 and T1 of
17O are not largely determined by the dipole–dipole interactions. 17O has a spin quantum
number I = 5

2 resulting in quadrupolar interactions and thus a shortening the relaxation
times (T ∗2 ≈ 2ms, T1 ≈ 4.8ms) [50]. Subsidiary scalar coupling (between 17O and 1H),
which is depending on the proton chemical exchange rate of physiological solutions, leads
to a further shortening of T2 and T ∗2 [68].
It should be noted that quadrupolar interactions are field strength (B0) independent, so
the fast T1 and T2 and T ∗2 relaxation times are not further influenced by the use of higher
magnetic field strengths as it is for other nuclei as 1H. The field independence of the
short 17O T1 provides a useful advantage in terms of time efficient signal averaging at
high fields [69] through averaging. Magnetic fields ≥7T, which are often used in research,
generate a Boltzmann splitting which is large enough to achieve a sufficiently high SNR with
17O at natural abundance. Due to the fast transverse relaxation rates standard Cartesian
k-space sampling schemes are inefficient due to a relative long TE to perfom 17O imaging
which impedes the need for ultrashort echo time (UTE) sequences such as the twisted
projection imaging (TPI) [70] are used and described in section 3.4.1.
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Chapter 3

Methods

In this chapter all methods employed in this thesis will be described. Initially, in section
3.1, the different methods to quantify the cerebral metabolic rate of oxygen consumption
(CMRO2) based on either 17O imaging, which is further described in section 3.2, and 1H
imaging, which is described in 3.1.4.
section 3.3 deals with the quantitative imaging methods, which are either the basis for the
methods presented before or used as an additional input in the evaluation process.

3.1 Quantification of CMRO2

This section describes the most promising, currently available MRI-based methods for quan-
tification of CMRO2. The first part in section 3.1.2 describes the methods and their math-
ematical concepts on how to quantify CMRO2 by using x-nuclei imaging with 17O MRI.
The subsequent section 3.1.4 presents a method for clinical 1H MRI and its further im-
provement.

3.1.1 Cerebral metabolic rate of oxygen consumption

Aging and, more importantly, healthy aging is becoming more important since the life ex-
pectancy is on the rise. At the same time many neurodegenerative and metabolic diseases
associated with aging and pathologies such as Alzheimer’s disease show altered values for
CMRO2 [71–73] even before anatomical changes are detectable. Thus, a knowledge of
quantitative values of CMRO2 is of great interest in order to follow and dynamically adapt
patient treatment. Additionally, changes in CMRO2 are an active area in diabetes research
where the central nervous system is assumed to play an integrative role.
Since decades, radioactive tracers based on 15O were used to quantify CMRO2 via radioact-
ive imaging modalities such as PET, with the latter being regarded as the gold standard [74].

61
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As a consequence of the short half-life (2min) of 15O, the methods are complicated and
additionally expensive. Further, inherently they include radiation exposure which complic-
ates studies on healthy volunteers due to its invasiveness.
Directly measured oxygen metabolism and a detailed knowledge of quantitative values for
CMRO2 derived from NMR/MRI experiments may help to study altered brain metabolism
in disorders such as the ones alluded to above and improves comparison with healthy control
groups. One method to quantify CMRO2 is based on direct measurements of oxygen-17
(17O). This method either needs ultrahigh-field MRI scanner [61, 75] or suffers from low
resolution [76]. 17O experiments are much easier to handle than 15O PET imaging modal-
ities, as there is no radiation exposure issues related to the short half-life (2min). However,
17O enriched gas is expensive and a rebreathing circuit due to the high costs of enriched
oxygen gas to limit the use of gas to less than 3 liters in e.g. 10 mins of breathing [75,76]
must be employed. Regardless of which method is used, the basic biological principles are
the same and the oxygen extraction fraction (OEF) can be expressed via CMRO2 and CBF
as follows [77,78]

OEF =
oxygen consumption

oxygen delivery
=

CMRO2

[HBtot] ·CBF ·Ya
(3.1)

where [HBtot] represents the total concentration of hemoglobin in blood and Ya represents
the arterial and Yv the venous oxygen saturation. The OEF can be expressed according
to [78] as a relationship between Ya and Yv via

OEF =
Ya − Yv
Ya

. (3.2)

3.1.2 17O MRI

Over the years a variety of methods were developed to quantify CMRO2 by measuring the
17O signal which will be discussed in subsequent Sections. MRI based on a direct detection
of 17O enables CMRO2 quantification by comparison of the H17

2 O signal increase to the
natural abundance baseline [54–61].
It was shown that it is possible to calculate the CBF following injection of 17O-enriched
physiological solutions [59] in spectroscopy (MRS) with additional measurements and by
employing appropriate mathematical models [57–59]. 17O MR methods such as chemical
shift imaging (CSI) provide the opportunity to determine the CMRO2 in different brain
regions, by voxelwise comparison of the time course of spectral differences [79].
Imaging methods of 17O provide voxelwise information as well and allow one to localise brain
regions with different CMRO2 based on the imaging signal curve. Using imaging methods
it has been demonstrated that white matter (0.71±0.04 µmol

g minµ) has a lower CMRO2 than
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grey matter (1.86±0.19 µmol
g minµ) [61]. This method is non-invasive. Yet the development of

the requiered mathematical models is a necessity, as different parameters such as the H17
2 O

contribution of perfusion from the rest of the body and the H17
2 O loss factor, by exchange

into the blood, have to be determined.

3.1.3 Quantification of CMRO2 based on 17O-MRI

During the last few years, many groups have developed techniques which allow for a quanti-
fication of CMRO2 by means of spectroscopy [56–59]. Attempts to quantify CMRO2 via 17O
date back to the early 1990s where enriched H17

2 O was used as a contrast agent for 1H-MRI
studies [80]. Thereafter, during the 1990s further efforts were made to calculate the CBF
and CMRO2 by means of inhaling 17O or by injecting solutions enriched with 17O [58,59].
However, all these efforts suffered from a low sensitivity and from the challenging properties
of the 17O nucleus. Additional difficulties came up in quantifying the parameters required
to calculate the CMRO2. Thus, several mathematical models have been developed [57–60]
in which the determination of additional parameters such as CBF is required.
One approach that has been developed by Zhu and Chen describes the H17

2 O concentration
changes in brain tissue during enriched 17O gas inhalation [57,58]. The time-course of the
signal of H17

2 O is increased during inhalation of enriched 17O gas [79]. Quantification of
CMRO2 can be performed by assuming time-dependent H17

2 O changes in excess of natural
abundance within the brain tissue Cb(t). This behaviour can be modelled via

dCb(t)

dt
= 2αf1CMRO2 + CBF (f2 (Ca(t)− Cv(t))) (3.3)

wherein Ca(t) and Cv(t) are the H17
2 O fractions in the arterial and venous blood, α is

the 17O enrichment fraction of the inhaled 17O-air mixture and f1 and f2 are conversion
factors [57,58].
If further simplifications such as assuming fast water exchange rate in the capillaries in the
brain are applied and if the CBF is estimated e.g. by a bolus injection of H17

2 O, one can
modify (3.3) in such a way that CMRO2 can be quantified.
A mathematical model, which was evaluated by Atkinson and Thulborn [61], allows the
quantification of metabolised water from dynamic experimental data on a voxelwise due to
modeling the three phases (baseline / breathing room air; inhalation / breathing enriched
oxygen; baseline / breathing room air) during the measurement. This model considers
H17

2 O signal changes during the inhalation period of enriched oxygen and requires three
other parameters:

• H17
2 O formation which represents the underlying CMRO2
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• increase of the H17
2 O due to diffusion/perfusion from the rest of the body (KG)

• decrease of H17
2 O due to loss by diffusion/perfusion into the blood, leading to chemical

shift change due to metabolic conversion (KL).

All these factors are involved in the subsequently derived set of equations, expressing the
signal changes of metabolised water, MH17

2 O
V , during the measurement time.

3.1.3.1 CMRO2 quantification based on a 3-phase measurement

As shown by Atkinson [61] the change of metabolised H17
2 O, MH17

2 O
V , can be calculated

according to

dM
H17
2 O

V (t)

dt
= 2 ·CMRO2A

17O(t)−KL ·M
H17
2 O

V (t) +KGB
H17
2 O(t) (3.4)

wherein A
17O(t) is the concentration of arterial oxygen and B

17O(t) is the amount of H17
2 O

in excess of natural abundance. A depiction can be found in Figure 3.1. Apparently, this
equation also contains unknown parameters (KG, KL) which have to be determined in
order to calculate CMRO2.
If the measurement is split into three phases as mentioned before, one can solve a set of

H2
17O	Osmosis	/	Diffusion

H2
17O	Genera�on H2

17O	Conversion
17-labeled	O2	Diffusion

17O	-	O2

17O	-	O2

H2
17O H2

17O

H2
17OBlood

Tissue
non-water

Tissue
water

CSF

(a) Multi-compartment model as used by Atkinson
[61].

Voxel

MV
H2

17O (t)

H2
17O 17O KLMV

H2
17O (t)

H2
17O	Gain H2

17O	LossH2
17O	Crea�on

KG	B (t) (t)2	CMRO2	A

(b) Summary model of H17
2 O generation and per-

sistance. The total amount of the signal of H17
2 O in

one voxel depends on metabolically generated water,
H17

2 O gain due to diffusion from the blood and loss
due to outward diffusion or chemical conversion.

Figure 3.1: Multi-compartment model as described by Atkinson and schematic representation of
processes involved in signal changes within a single voxel. Adapted from [61].
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equations. The derivation is described in detail in [61] and leads to the result:

M
H17

2 O
V =



D t < TA

2 ·α ·CMRO2 ·
(

1
KL
− STAe

−ρ(t−TA)

KL−ρ

)
. . .

+KG
KL
·α ·

(
t− TA +

STAKL exp(−ρ(t−TA)))

ρ(KL−ρ) − STA
ρ −

1
KL

)
. . .

+c1e
−KL(t−TA) +D TA ≤ t ≤ TB

2 ·α ·CMRO2 ·
1−STAe

−ρTD

KL−ρ e−ρ(t−TB) . . .

+KG
KL
·α ·

(
TD +

1−STA
ρ

)
. . .

−KG ·α
1−STA · e−ρTD
ρ · (KL−ρ) e−ρ(t−TB) . . .

+c2e
−KL(t−TB) +D t > TB

(3.5)

where

c1 = 2
α ·CMRO2 (ρ−KL +KLSTA)

KL(KL − ρ)
− KG

KL
·α ·

(
KLSTA

ρ · (KL − ρ)
− STA

ρ
− 1

KL

)
,

c2 = c1 · e−KLTD −
2CMRO2 ·α · ρ
KL(KL − ρ)

+
KG

KL
α

(
KL

ρ(KL − ρ)
− 1

KL
− 1

ρ

)
,

ρ is the rate with which the oxygen in the blood is exchanged, α is the level to which the
fraction of 17O labelled arterial oxygen gas in excess of natural abundance A

17O is increased
and STA is the oxygen saturation in the blood at time TA, TD = TB −TA and D the mole
of H17

2 O at natural abundance (equivalent to the water content in each voxel). Previous
studies by Atkinson et al. [61] and Hoffmann et al. [75,81–83] use literature values of water
content based on a segmentation in white and grey matter which could potentially fail in
the presence of pathological changes. In the scope of this thesis, a method for quantifying
the water content in the human brain based on 1H MRI was developed and is described
later in section 3.3.3.
By using this mathematical model, there is no need to calculate parameters such as the
CBF, which would require additional invasive measurements. The measurement procedure
is based on the same experimental principle as 17O spectroscopy by providing a breathing
system that supplies a known quantity of 17O-enriched air (70%).

3.1.4 1H-MRI

To quantify CMRO2 on the basis of 17O MRI experiments, one needs an extra device for
recirculating the exhaled gas with enriched 17O. Such devices decrease patient comfort
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drastically which leads to a lower acceptance rate especially for patients with severe illness.
To overcome issues like low resolution at clinical field strengths and to achieve a higher
patient acceptance, 1H-based imaging modalities that do not require additional breathing
masks during MRI are alternatives that hold potential. All implemented methods discussed
here are based on the Fick principle of arteriovenous difference [1]. As shown in [84], CMRO2

can be written as
CMRO2 = CBF · (Ya − Yv) ·Ca, (3.6)

wherein the CBF is the amount of blood flowing through the brain tissue in units of
ml/100g/min. Ya and Yv represent the arterial and venous oxygenation (in %) respect-
ively. Ca is a well-known constant in haematology [85] representing the amount of oxygen
molecules, which can be carried by a unit of blood. If one considers that each gram of
haemoglobin can carry 55.6 µmol of oxygen [85] at a typical haematocrit (Hct) of 0.44,
the value of Ca is 833.7 µmol O2/100ml blood. CBF is measured by means of arterial
spin labelling (ASL) using the same protocol in all measurements. In healthy subjects Ya
can be assumed to be 1. Alternatively it can easily be measured using pulse oximetry. The
remaining variable Yv can be measured in different ways. The following methods are based
on changes in the transverse relaxation rate of venous blood in proton MRI with different
blood oxygenation levels. While the TRUST method is faster with respect to the total
acquisition time, the QUIXOTIC method provides localised CMRO2 values instead of one
single whole-brain CMRO2 value as acquired with the TRUST method.

3.1.4.1 From venous blood T2 to Yv values

In the early 1980s, Thulborn et al [86] discovered a relationship between blood oxygen
saturation and transverse relaxation times in MR. Later a parametric model, which in turn is
based on the Luz-Meiboom model [87] of spin relaxation during two-compartment exchange,
was derived. This enabled first MRI measurements of oxygen saturation in vivo [86] by
estimating T2,blood. T2 relaxation rates of blood can be linked to physiologic parameters
including the oxygenation Y according Van Zijl [77, 88] via

1

T2,blood
= A+ Hct

[
(B + C (1− Y )) + (1− Hct) (D + E (1− Y ))2

]
, (3.7)

where Hct represents the hematocrit of the blood and A,B,C,D and E represent lumped
biophysical parameters of the blood related to susceptibility differences of red blood cell
and plasma, water relaxation rates in red blood cells and plasma and the spacing between
the refocusing pulses in a CPMG spin-echo module (τCPMG). These values were estimated
by Bolar [14] on the basis of data obtained at a clinical 3 T MRI from freshly extracted
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bovine blood with known Hct and Yv values to be:

A = 1.09
1

s

B = 11.26
1

s

C = −7.96
1

s

D = 1.08
1√
s

E = 16.54
1√
s
.

These values are used in this work.
Using Yv one can calculate CMRO2 and OEF via (3.1) and (3.2) combining a hematocrit
measurement to calculate the total hemoglobin concentration via

[HBtot] =
Hct

3.0
(
ml
g

)
· 0.016125

(
g

µmol

) . (3.8)

The missing quantitative value for arteriolar blood is either assumed to be fully saturated
(Ya = 1) or measured independently by a pulse oximetry.

3.1.4.2 Multi Echo Spin Echo

As mentioned in the previous section 3.1.4.1, Yv can be calculated via known transverse
relaxation rates of venous blood. Since (see section 2.3.3) in a spin echo experiment the
signal is weighted T2 and not by T ∗2 as in a gradient echo experiment, the simplest method,
to quantify T2 in general is done with performing spin echo experiments at different TE.
First, images are acquired at increasing TE. The signal intensity decays with respect to TE
in an exponential way with the relaxation time T2 and thus allows for a simple voxelwise
exponential fit of the data. This results in a quantitative T2 map of the corresponding
image volume. The repetition time TR has to be kept long (TR ≈ 10 s or even longer) to
achieve full relaxation, this method is relatively time consuming. One approach to acquire
all relevant images at all different TE in one go, is to use a multi-echo, spin-echo sequence.
In quantification procedures of T ∗2 a multi-echo, gradient-echo sequence, such as QUTE
[89–91], is widely used. If this approach is adapted to spin echo acquisitions basic MR
principles have to be taken into account to avoid stimulated echo generation. A basic
multi-echo, spin-echo sequence is depicted in Figure 3.2. The FID signal decays with T ∗2
and the signal intensity of each spin echo decays with T2.
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90o o180 o180 o180
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Figure 3.2: Schematic representation of a multi-echo, spin-echo train including depiction of T2
and T ∗2 signal decay.

3.1.4.2.1 Stimulated Echoes
Quantitative imaging and quantification of T2 is being investigated since decades. It is well-
known that simple multi-echo, spin-echo approaches are prone to errors due to RF pulse
imperfections that generate stimulated echoes [92–95]. Since imperfect 180◦ RF pulses (due
to non-ideal pulses or B+

1 inhomogeneities) do not refocus the transverse magnetisation
in the selected volume completely, parts of the initially generated transverse magnetisation
are tipped back into the longitudinal plane and are thus subject to T1 relaxation processes.
Subsequent 180◦ RF pulses generate transverse magnetisation and refocusses it again which
gives rise to unwanted echoes with mixed relaxation time dependencies. One approach
to overcome the problem of refocusing this magnetisation and thus avoiding stimulated
echoes is based on variable gradient spoiling and will be described in the following section
. Another approach to avoid tipping the transverse magnetisation back to longitudinal is
the use of adiabatic refocusing pulses (see section 2.3.6), which are much less prone to B+

1

inhomogeneities.

Spoiling Scheme
Stimulated echoes caused by hard rectangular RF pulses become much more prominent
than if adiabatic refocusing pulses are used. To overcome this issue a gradient spoiling
scheme is introduced. In normal CPMG SE sequences a pair of gradients are used on the
read and slice axis before and after the refocusing pulse to dephase transverse magnetisa-
tion. This leads to stimulated echoes right after the third RF pulse (at TE of the second
SE) and thus T2 quantification is no longer accurate. Poon and Henkelman introduced an
efficient gradient spoiling scheme in 1992 to avoid stimulated echo contribution [93] which



3.1 Quantification of CMRO2 69

is implemented in this sequence. as schematically represented in Figure 3.3.

Pulse Number Relative Momentum
1 N/2
2 -(N/2)
3 N/2-1
4 -(N/2-1)
5 N/2-2
6 -(N/2-2)
...

...
N -1 1
N -1

Table 3.1: Gradient spoiling scheme for the use in multi-echo, spin-echo sequences as suggested by
Poon et al. [93]. Data is expressed as the relative gradient strength at each pulse. N is assumed
to be even.

In multi-echo, spin-echo sequences the use of refocusing pulses generates stimulated echoes
which contain additional T1 relaxation information and thus generate an unwanted signal
contribution. One way to overcome this issue is to use a spoiler pattern on the slice selection
gradient axis which dephases all magnetisation in such a way that it will not rephase in later
echoes. For N echoes this can be sufficiently achieved with a spoiling pattern as shown in
Table 3.1.

Slice
Selec�on

Phase
encoding

Readout

Echoes

Spoiler Spoiler Spoiler Spoiler

RF
90o 180o 180o 180o 180o

Figure 3.3: Imaging sequence diagram with gradient spoiling scheme as suggested by Poon et
al. [93].
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A simulation of the magnetization in both spoiling schemes according to the phase-graph
formalism, which is described in detail in [96], can be found in Figure 3.4. The top part
of the graph shows the gradient spoiling on the z-axis and the lower part its effect on the
various states generated by RF-pulses (shown with dotted vertical lines).
Figure 3.4a) presents the case of equal spoiling momentums as is it used in CPMG se-
quences. Figure 3.4b) presents the diversification of the different states if the spoiling
scheme introduced by Poon and Henkelman [93] is used. It is clearly visible that the use
of equal spoiling lead all states which form to stimulated echoes coincidence with the spin
echo pathways and thus generate an unwanted signal contribution. Figure 3.4b) shows that
it is not the case if the alternating spoiling scheme is used and all pathways are separated
and pure spin echoes are formed.
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(a) Equal spoiling scheme

(b) Nonequal spoiling scheme

Figure 3.4: Phasegraph simulations of different spoiling schemes on the z-axis in a multi echo spin
echo experiment.
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3.2 17O imaging

As mentioned before, the use of 17O MRI provides the opportunity to perform localised
measurements of CMRO2 in different brain regions in a voxelwise manner by means of signal
intensity changes of H17

2 O. This opens up many possibilities such as studying healthy brain
metabolisms, but can also be of enormous diagnostic value for the detection of pathological
processes.
Ultrashort echo time (UTE) sequences such as flexible twisted projection imaging (fTPI)
[70] or density-adapted 3D radial projection imaging (3D-DAPR) [97] provide appropriate
signal acquisition methods, which are suited for the short relaxation times (T∗2 ≈2ms) of
17O [61,97].
During the work for this thesis a fTPI (see section 3.4.1) sequence was used for phantom
and in vivo 17O imaging at a 9.4T whole body human scanner and a 9.4T small animal
scanner. Results can be found in section 4.2.1.
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3.3 Quantitative Imaging

3.3.1 Motivation

A detailed knowledge of the quantitative water content is absolutely necessary to quantify
CMRO2 on the basis of 17O measurements, as mentioned in section 3.1.2. Atkinson et.
al [61] used sodium imaging to identify white and grey matter in the brain and calculated
tissue mass according to these measurements. Along that it is not a direct measure of
tissue mass there is the need for an additional 23Na RF coil and lengthy acquisition times
compared to 1H imaging methods. Quantitative H2O values are a direct measure and thus
quantitative water mapping the method of choice to calibrate the acquired CMRO2 by
means of 17O imaging modalities.
Additionally accurate quantitative imaging of the human brain in clinical acceptable meas-
urement times offers a wide range of applications for diagnostics. Commonly, only T1, T2,
T ∗2 or proton density weighted images are acquired. These images do not offer the possib-
ility to compare sets of images acquired on different scanners, with different parameters or
at different time points. Quantification or quantitative analysis is not possible, because the
contrast of the images depends on many different parameters.
Fast and accurate T1 mapping of the human brain provides many opportunities for dia-
gnostic use. For example, it has been shown that T1 values differ within the globus pallidus,
the caudate nucleus, and the posterior limb of the internal capsule of patients suffering
from hepatic encephalopathy, a liver disease with neuropsychiatric consequences [98].
Since the acquired signal is dependent on T1, T2, T ∗2 and proton density (which repres-
ents more or less the water content) quantification of H2O can only be done, if all other
parameters are taken into account. Neeb et al. [90] presented a method for fast quantit-
ative mapping of absolute water content in vivo, which uses the TAPIR sequence which
in turn is described in section 3.3.2.2. An imaging modality for estimating T ∗2 relaxation
rates is described in section 3.3.3.2. The aforementioned method for water content mapping
based on the TAPIR sequence was further enhanced and newly improved corrections for
B−1 inhomogeneities [10] were applied.
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3.3.2 Mapping of Relaxation Times

3.3.2.1 Gold Standard - Spectroscopic Measurement of Relaxation Parameters

Longitudinal Relaxation Time T1

A spectroscopic inversion recovery sequence is gold standard for T1 measurement. This
sequence consists of a π pulse, which inverts the equilibrium magnetisation and a subsequent
π/2 pulse after the inversion time, TI, for excitation followed by a readout. TI is defined as
the time between the inversion and the excitation and has to be varied several times in order
to make a T1 fit possible. Assuming complete inversion, the longitudinal magnetisation right
after the inversion pulse is given by:

Mz(0
+) = −M0 (3.9)

where M0 is the equilibrium value. During the π and the π/2 (0 < t < TI) pulse the
magnetisation relaxes to

Mz(t) = M0(1− 2e−t/T1). (3.10)

After tipping the longitudinal magnetisation into the transverse plane (t > TI), the mag-
nitude of the transverse magnetisation is given by

M⊥(t) = |M0(1− 2e−TI/T1)|e−(t−TI)/T ∗2 . (3.11)

The whole measurement is repeated n times with n different inversion times TI and T1 can
then be fitted from the data. The time between the acquisitions should be around 5 ·T1 to
achieve full recovery and thus to start at the thermal equilibrium magnetisation M0.

Tranverse Relaxation Time T2

The transverse relaxation time constant T2 can be measured by a spin echo experiment
which is described in detail in chapter 2.3.3.1. The demodulated signal at the spin echo (at
time TE) is

s(TE) ∝ ω0e
−TE/T2

∫
d3rB⊥(~r)M⊥(~r,0). (3.12)

Varying the echo time (TE′ > TE) leads to

s(TE′) ∝ ω0e
−TE′/T2

∫
d3rB⊥(~r)M⊥(~r,0). (3.13)
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Combining equations (3.12) and (3.13), the spin-spin decay constant can be calculated
from the two echo times TE and TE′ utilising:

T2 =
TE′ − TE

ln
(
s(TE)
s(TE′)

) . (3.14)

To reach a better accuracy, more data points can be sampled. Again, the time between
the different acquisition should be long in comparison to T1 to achieve full recovery of the
magnetisation.

3.3.2.2 TAPIR sequence

The TAPIR sequence ( [99–102], depicted in Figure 3.5) is a distortion free and accurate
method to estimate high resolution T1 maps. The TAPIR sequence is based on the Look-
Locker approach [103] and consists of a magnetisation preparation module followed by a
segmented EPI readout. It allows a flexible selection of sample coverage and number of
time points acquired on the recovery curve. Without the use of any acceleration method,
it is too slow for whole brain coverage in clinical use. Recently it has been shown that the
accuracy of Look-Locker based T1 measurements can be increased throughout the use of
an adiabatic fast passage (AFP) inversion pulse [32].
A short summary of the loop structure shall be given here. The innermost loop, the so-
called “slice” loop, repeats the acquisition of one or - depending on the EPI-factor - more
lines through all slices in one time-point.The “time-point” loop repeats the slice loop for
all time-points. With this approach it is possible to acquire data of a given set of slices
throughout the whole T1 relaxation process. The outermost loop, the “line” loop, com-
prises the magnetisation preparation module and both of the other loops. It is called
kmaxy/(EPI-factor · iPAT-factor) times. The nonselective magnetisation preparation mod-
ule consists of a 90◦ saturation pulse, a preparation delay time, τ , (which is not shown to
scale in Figure 3.5) followed by an inversion pulse. The saturation pulse and the delay τ are
inserted to allow for a shorter acquisition time than allowed by an inversion recovery mod-
ule. The behaviour of the relaxation curve is changed in such a way that a shorter sampling
of the curve is sufficient. The next acquisition can start right after sampling the last time
point and a pause of approximately 5T1 can be avoided. The magnetisation preparation
module is followed by a train of slice-selective excitation pulses and a segmented EPI-like
readout for each slice. In a Look-Locker sequence the measured signal intensity S is given
by [103]

S = M0m sin(α) (3.15)
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Figure 3.5: TAPIR sequence diagram with rectangular inversion. Time τ between 90◦ and 180◦ is
not shown to scale.

with
m = m∞ − (m∞ −m1) exp

(
− t− tn

T ∗1

)
(3.16)

and
1

T ∗1
=

1

T1
− ln(cos(α))

TR
(3.17)

wherem∞ stands for the magnetisation in the steady state,m1 for the initial magnetisation
and tn for the time between the inversion and the first acquisition of slice n.
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Figure 3.6: Schematic draft of the recovery of the MR signal which follows the inversion pulse.
Sampling of the curve throughout all n slices (red rectangles) and time-points is shown at the
bottom of the Figure. TPn denotes the n−th timepoint.

Applying a large number of excitation pulses in succession, the longitudinal magnetisation
mz(t) can be expressed as

mz(t) = m∗0 − ((m0) +m∗0) · exp

(
−
(
t

T ∗1

))
(3.18)

wherem0 is the equilibrium magnetisation andm∗0, the apparent equilibrium magnetisation,
which can be expressed - for TR� T ∗1 - by m∗0 = m0

(
T ∗1
T1

)
.

Using Equation (3.18) and A = m∗0 and B = m0 +m∗0, T1 can be calculated using

T1 = T ∗1

(
B

A
− 1

)
. (3.19)

If the magnetisation preparation module is used, the equilibrium magnetisation is not the
initial point and A = m∗0 and B = m0

(
1− exp

(
τ
T1

))
+m∗0 have to be modified as fitting

parameters. The voxelwise fitting for M0, α and T1 results in a set of quantitative maps.
As shown by Zaitsev et al [104], the accuracy of the measurement depends largely on a
well-chosen magnetisation preparation delay time (τ). It should be at least ∼ 1.5 ·T1, and
for τ > 2.5 ·T1 the accuracy does not change significantly.
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Inversion Efficiency Measurement

Figure 3.7: Sequence diagram of the inversion efficiency measurement. The two inversion pulses
are played out in one go while in the second measurement these pulses are omitted.

The efficiency of the 180◦ inversion pulse suffers from B+
1 inhomogeneities. Consequently,

it is not homogeneously distributed over the measured volume. The inversion efficiency
(IE) of the pulse used can be measured and has been described extensively in the literature
[102,104]. For the sake of completeness, a short overview is given here.
The inversion efficiency measurement comprises two separate acquisitions of corresponding
slices. The first experiment consists of the same saturation pulse and preparation delay time,
τ , as in the TAPIR sequence. Thereafter, two inversion pulses followed by an acquisition of
one or more lines (corresponding to the chosen EPI factor) in k-space are performed. The
second measurement applies no inversion pulse. Right after the preparation delay time, τ ,
the same k-space lines as in the first experiment are acquired. The resulting longitudinal
magnetisation after the 90◦ − τ module can be described for each acquired line by

m = 1− exp

(
−
(
τ

T1

))
. (3.20)

As mentioned above, this module is followed by a 180◦−Spoil−180◦ module and multislice
acquisition as implemented in the TAPIR sequence. At time tn (nth slice acquisition), the
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residual longitudinal magnetisation follows

m = K

(
exp−(

δ

T1
)

(
1 +K

(
1− exp

(
−
(
τ

T1

))))
− 1

)
exp

(
−
(
tn
T1

))
(3.21)

where δ is the time required for spoiling between the inversion pulses to crush residual
transverse magnetisation, and the inversion efficiency equals K. If the 180◦−Spoil− 180◦

module is not applied, the magnetisation is given by

m = 1− exp

(
−
(
τ

T1
+
tn
T1

))
. (3.22)

The ratio of these two signals is included into the fitting process according to [104]

s′

s
=

1− (1−K(exp(−δ/T1)(1 +K(1− exp(−τ/T1)))− 1)) exp(−tn/T1)

1− exp(− τ
T1
− tn/T1)

(3.23)

which is a quadratic equation regarding the inversion efficiency K.
This voxelwise fixed ratio needs to be included into the fitting procedure according to Eq.
(3.23) because the IE depends on the T1 of the corresponding voxel.
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3.3.3 Water Mapping

Water content in the human body is tightly regulated. The non-invasive quantification
of water content allows one to improve diagnostics and to follow patient treatments in
longitudinal studies in various diseases. However, as mentioned earlier (see section 3.1.2), a
ground truth of the water content signal is needed to achieve quantitative CMRO2 values
based on 17O imaging methods.
As described in the literature [105–108], many pathological conditions are accompanied by
a global or local increase in water content. These changes largely depend on the underlying
pathology. For example hepatic encephalopathy (HE) results in global water content changes
of about ∼ 1% − 3% [109] while brain tumour patients often show an increased water
content primary in white matter up to 20% [107].

3.3.3.1 M0 Maps

Common MR sequences are based on proton imaging. Thus, an M0 map can provide
information about the water content of the imaged object. Due to the rather short T ∗2 of
hydrogen embedded in macro or bound water molecules, standard MRI methods almost
entirely acquire signals of free water protons since the larger part of the magnetisation
of such fast decaying species is already dephased at the shortest possible echo time with
common imaging sequences. [110] Hence, in the presented work, water mapping means the
measurement of free water. In vivo free water is mostly present in intra- and extracellular
fluid.
As stated in chapter 3.3.2.2, during the postprocessing of the TAPIR signal data, a three
parameter fit for M0, T1 and the flip angle α is performed. The resulting M0 map can be
used as a basis for quantitative water mapping.
The TAPIR fitting routine is rather stable with regard to T1, but it is unstable between M0

and the flip angle α. It can be assumed that the B1 field, which is directly proportional to
the flip angle map, does not have large variation on small distances [111]. Thus a median
filter with a radius of 5 voxels is applied to the resulting flip angle map. With this filtered
flip angle map another 2 parameter fit (T1 and M0) is performed. The resulting M0 map
is not as noisy as before and the T1 map is quantitatively unaffected and remains the same
such as the resulting T1 map of the first 3 parameter fitting procedure.

3.3.3.2 T ∗2 Correction

In MR imaging sequences, TE is usually about a few milliseconds. During this time, T ∗2
relaxation of the signal takes place. To obtain quantitative data, the M0 maps have to be
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corrected for T ∗2 contamination voxelwise. The required T ∗2 maps were accessed using slice
selective 2D MR imaging sequence called quantitative T∗2image (QUTE) [89–91], which is
a multislice multi-echo gradient echo sequence.
Using multi echoes at different echo times, TE, the T ∗2 relaxation constant can be fitted
to the signal intensity. Due to the exponential decay of the signal intensity with the decay
time, T ∗2 , between excitation and readout, the correction

S0T∗
2 -corrected = S0(TE) · exp

(
TE
T ∗2

)
(3.24)

has to be applied to the M0 map voxelwise.

Figure 3.8: QUTE MR pulse sequence diagram [89–91]. Following a slice-selective pulse, the signal
is phase encoded for the highest line of k-space and several gradient echoes are read out. This
loop is repeated until the required number of echoes have been acquired.

3.3.3.3 Receiver Coil Sensitivity Correction

For in vivo human brain imaging, transmission and reception is often performed by different
coils. Nowadays, parallel head coil arrays with several coil elements are used for signal-
reception as mentioned in section 2.3.7 and the static, installed body coil is used for signal-
excitation. The sensitivity of both coils differ resulting in a different B−1 weighting of every
calculated M0 map.
In earlier times and on lower field strengths such as 1.5T, the same sequence with the
same parameters was measured twice. In a first acquisition the body coil was used for
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transmission and reception of the signal and in a second measurement, the body coil was
used to excite the signal and the head coil for receiving the signal. With this information
Lorentz’s reciprocity theorem was used for correction but this is not sufficient at 3T and
above where the B−1 homogeneity is reduced [112–115].
To overcome this issue an unified segmentation [116] was proposed [117, 118], which only
holds for in vivo and human brain and may fail in presence of pathological changes. As
shown by Abbas et al. [10] in 25 healthy subjects, the well-known correlation existing
between tissue T1 and proton density (PD) can be used to estimate the receive bias field
properly.
If one defines the residual nonuniformity in the PD map:

µ =

(
RB+

1

B−1

)
, (3.25)

which is still present after the correction by the reciprocity theorem one can use the correl-
ation of T1 and PD [119] in a way that

PD−1 = C0 + C1T
−1
1 , (3.26)

with coefficients C0 and C1. Defining Q = C1
C0

and treating these correlation coefficients
as spatial distributed this leads to a PD contrast (PDC)

PDC(r)−1 = µ(r)C0(r)(1 +Q(q)T1(r)−1). (3.27)

To reduce the probability of observing T1 effects in the regions which are not explained by
a PD variation, the region Ω is restricted to homogenous T ∗2 values in such way ΩI =def ·
{r;T ∗2 (r) ∈ I}, I being region within T ∗2 of [50,60]ms, thus according to [10] we can
assume C0 and C1 constant in such regions resulting in:

PDC(r)−1 = µ(r)C0(ΩI)(1 +Q(ΩI)T1(r)−1), (3.28)

with C0(ΩI) and Q(ΩI) being constants.
This technique allows assessing µ(r) for all voxels in ΩI and can be extrapolated to a
complete map by means of field map regularization. Details can be found in the literature
[10] and are beyond the scope of this thesis.

3.3.3.4 Calibration to CSF

Since the M0 map is in arbitrary units it has to be rescaled to known values. Following
T ∗2 - and receiver coil sensitivity correction as mentioned in section 3.3.3.3 a calibration
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of the M0 map to the known water content of CSF is done. It is assumed to have the
same water content as pure water. The CSF signal intensity was measured in the right and
left lateral ventricles, by automatically ROI selection based on T1 and T ∗2 information with
T1 > 2900ms and T ∗2 > 500ms [11]. Partial volume effects are minimised by erosion of
the segmented volume.
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3.3.3.5 Data Processing

Initially, the TAPIR signal is processed. The resulting flipmap is median-filtered (for more
details see section 3.3.3.1). With this median filtered flipmap, the TAPIR signal data is
processed once again. Exponential fitting of the data acquired with the QUTE sequence
results in a quantitative voxelwise T ∗2 map with the same resolution. This map has to be
applied as a voxelwise correction (see section 3.3.3.2) as well.
This map is then corrected for receiver coil inhomogeneities as mentioned in section 3.3.3.3,
which finally results in a quantitative map of water content.
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3.4 Sequence Design

3.4.1 Twisted Projection Imaging - TPI

Boada et al. [70] presented an efficient 3D sampling strategy for the acquisition of fast
relaxing nuclei such as sodium (23Na) or oxygen (17O). In standard Cartesian sampling the
echo time is limited by the read dephaser and the time of the readout gradient until the
center of k-space is reached. At low readout bandwidths, which are necessary to achieve
sufficient SNR with fast relaxing nuclei, this leads to typical echo times of approximately
3ms even if an asymmetric readout (echo does not appear in the centre of the readout
but already at e.g. 1

4) is used. This can be overcome by the use of projection imaging (PI)
methods [120,121]. By using PI, a short echo time is achieved due to the absence of phase
encoding and slice selection. These methods are very efficient in imaging fast relaxing spe-
cies, but they result in long acquisition times caused by a poor sampling efficiency especially
at the edge of the 3D k-space.
One way to overcome the inefficient sampling is to use spiral imaging in 2D or 3D equivalent
cones but the k-space trajectories of these sampling schemes close to the origin are limited
due to gradient slew rate. As suggested by Boada [70], a mixture of PI and cone imaging
can be implemented. A typical sampling scheme of this so-called twisted projection imaging
method and the accompanying pulse sequence diagram are shown in Figure 3.9.
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(a) Depiction of the sampling scheme in twisted-
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(b) Sequence diagram of twisted-projection-imaging.

Figure 3.9: Depiction of TPI sequence diagram and corresponding k-space trajectory. Adapted
from [70].

The scheme was developed as follows

1. Surface of a sphere with the radius Kmax is divided into even numbers NR of rings
which are separated by a distance equal to the inverse of the desired FoV. Each ring
defines a particular cone at an angle Φ0.

2. The k-space trajectory of each cone departs from the origin in a radial line up to a
fraction p of Kmax. At that particular point the k-space trajectory starts to twist in
such way that the sample density is maintained until Kmax is reached.
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3.4.2 T1 Mapping with TAPIR

Figure 3.10: TAPIR sequence diagram with adiabatic inversion pulse

The original TAPIR sequence [99–102], which is depicted in Figure 3.5, allows a fast and
accurate measurement of T1 relaxation times. Since time is a limiting factor in the clinical
application of MR sequences, it is a common need to make the sequence faster. This is
achieved using parallel imaging in addition to the EPI-like readout, which was mentioned
in chapter 2.3.7. A gain in accuracy of the T1-mapping procedure can be achieved with the
use of adiabatic inversion pulses [32]. The use of ETS (see section 2.3.8.1) makes the use
of EPI factors less prone to image artefacts.

3.4.2.1 Inversion Efficiency and Adiabatic Inversion Pulses

As considered in chapter 2.3.5.3, inhomogeneities in the excitation field B+
1 results in an

undesired excited flip angle effect. Imperfect inversion of the longitudinal magnetisation prior
to the acquisition, gives rise to a misinterpretation of the M0 value. Because of the way in
whichM0 is included into the equation for T1 (3.15), this would result in an underestimation
of the T1 value. As mentioned in chapter 2.3.6, employing a hyperbolic secant inversion
pulse instead of a rectangular inversion pulse gives rise to a more homogeneous inversion
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even over a large volume (depicted in Figure 3.10). The newly used inversion pulse is
described in chapter 2.3.6.2. The used parameters were µ = 5.0 and β = 4.5 with a pulse
duration Tp = 8.192ms. Following Deichmann [32], the amplitude of the AFP pulse with
a pulse duration, tpulse, should be set to 13.5 times the amplitude of a rectangular pulse
with the same pulse duration, tpulse.

3.4.2.2 Parallel Imaging Combined with EPI Readout

In addition to the adiabatic inversion pulse, which is used to get a better accuracy, parallel
imaging - such as it is described in 2.3.7 - is implemented in the sequence. Using this, it
is possible to speed up the acquisition by a factor of 2 without any significant penalties in
accuracy. Combining this with a segmented EPI readout scheme, a gain of a factor of 10
in speed is feasible.

acquisition time [min]

TAPIR 14:30
TAPIR EPI3 5:00
TAPIR EPI5 3:00

TAPIR EPI3 iPAT2 2:30
TAPIR EPI5 iPAT2 1:30

Table 3.2: Acquisition times for different accelerated TAPIR sequences. Parameters: Number of
slices=8, Slice thickness=2mm, TR = 12ms, 20 time points, TI= 20ms, BW= 720Hz/Px,
α = 25◦, τ = 2400ms, FoVread=220mm; FoVphase=167mm, in plane resolution: 1mm×1mm.
A comparison of accuracy and precision in phantom experiments can be found in section 4.1.2

Table 3.2 illustrates the breakdown of total acquisition time of a quantitative mapping
process using the TAPIR sequence with a given set of exemplary parameters. Without
any acceleration the total acquisition time for a T1 map with volume coverage of 8 slices
with a slice thickness of 2 mm is about 14:30 minutes (TR=12ms and 20 time points
(TP), FA=25◦, BW=720Hz/Px, resolution 1mm×1mm×2mm) and additional 2 minutes
for an inversion efficiency measurement using an EPI factor of 5 (8 slices, TR=12ms,
FA=25◦ BW=720Hz/Px, resolution 2mm×2mm×2mm). Using parallel imaging with an
acceleration factor of 2 and an EPI-factor of 5 the acquisition time of the TAPIR sequence
can be reduced to 1:30 minutes. This results in an effective total acquisition time for the
TAPIR sequence of less than 12 seconds per slice.
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3.4.2.3 QUIXOTIC

The OEF and the CMRO2 are fundamental metabolic parameters of the brain indicating
health and function. With the knowledge of section 3.1.4.1 enables calculation of OEF from
known haematocrit (Hct) and transverse relaxation rates (T2) of venous blood. The most
critical point is to acquire MRI signal of venous blood only. One way to calculate global
OEF values based on signal from e.g. sagittal sinus (SS) only [15]. The main disadvantage
of this technique is that it employs only one single global brain value. No localisation of the
OEF and CMRO2 is possible.
To address this issue, a novel method called QUantitative Imaging of eXtraction of Oxygen
and TIssue Consumption (QUIXOTIC) was introduced by Bolar et al. [12–14].

3.4.2.3.1 Venular-Targeted Velocity-Selective Spin Labelling
The key point in the QUIXOTIC measurement approach is the introduction of a so-called
venular-targeted velocity-selective spin labelling (VT-VSSL), which allows for targetting of
the MR signal to the postcapillary venular (PCV) blood compartment. This is achieved by
applying velocity selective MR pulses to exploit different blood velocities in the vascular
tree. The method relies on a uniformly forward flow from arteries, throughout the capillaries
to the veins.
Data acquisition was done in two different steps, which creates a control and a tag image of
the desired slice. Pairwise subtraction at each different TEeff eliminates signal from static
tissue, CSF and non PCV blood and leaves a dataset comprised of PCV blood only. Bolar
et al. adapted the QUIXOTIC sequence from a VS-ASL sequence [122] and use similar VS
modules, which are depicted in Figure 3.11. The imaging sequence itself is shown in Figure
3.12.
Since velocity is a time derivative of the position, it can be phase encoded by applying
bipolar gradient fields or equivalently by unipolar pulses separated by a 180◦ RF refocusing
pulse [123]. If this is accompanied by two excitation pulses of opposite phase (90◦ − 90◦),
it results in a pulse train

90◦ −G− 180◦ −G− 90◦.

If this magnetisation preparation module is applied to laminar flowing spins, it results in
rephased spins flowing with a velocity slower than a certain cutoff velocity Vcutoff, which
can be calculated by [124,125]

Vcutoff =
π

β
=

π

γGδ∆
, (3.29)
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where ∆ represents the separation, δ the duration and G the amplitude of the bipolar
gradient pulses. As suggested in [124], a four RF a four-gradient pulses approach is used
according as following

90◦ −G+ − 180◦ −G− −G+ − 180◦ −G− − 90◦.

Simple but robust AFP pulses, as mentioned in section 2.3.6, were used by Bolar et al. for
robust refocusing even at inhomogenous B+

1 and B0 fields. To achieve lower SAR values,
which enables shorter echo-spacing and/or longer TEeff HSn pulses (introduced in section
2.3.6.3 as well) were used in the used implementation. The used VT-VSSL module em-
ployed in this work is shown in Figure 3.11.
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Figure 3.11: Depiction of the used velocity selective module with amplitude (blue) and phase (red)
modulation of the used HSn pulses. Velocity weighting is defined by the timing of the gradient
duration δ, gradient separation ∆ and gradient amplitude G.

Tag / Control
As shown in Figure 3.12, the sequence consists of two different velocity selective (VS)
modules (namely VS1 and VS2). Both modules are played out in tag and control mode.
The only difference is inside of VS2. While a user-defined cutoff velocity Vcutoff for both
VS1 and VS2 is applied in tag mode, in control mode it is only applied in VS1 and disabled
(Vcutoff =∞) in VS2.
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Figure 3.12: Schematic pulse sequence timing diagram of the QUIXOTIC / turbo QUIXOTIC
sequence. The sequence runs once in control and once in tag mode. These differ in the velocity
selective labelling in VS2.

At time TO1 an inversion pulse is included to compensate for adverse effects of T1 relaxa-
tion which could potentially be introduced by unwanted arterial blood signal. A schematic
representation of spin labelling is shown in Table 3.3. T1 relaxation effects and arterial blood
nulling via inversion at TO1 will be neglected in a first model.
At time t=0, before VS1 is applied, all arterial, venous and capillary blood is relaxed. Ap-
plying of VS1 a strong velocity weighting with a low Vcutoff ≈ 1cm/s is achieved and only
spins flowing with a velocity slower than Vcutoff contribute to the signal. After the outflow
time TO, which allows for blood flow of the prepared spins from capillaries to veins during
which it is accelerated. At time t =TO the second preparation module VS2 is applied. In
case of control mode, the velocity weighting is set to ∞, which implies no velocity weight-
ing, and the resulting magnetisation originates from all spins which where labelled in VS1.
If the tag mode is applied, another weighting with the same Vcutoff is applied, which results
in a dephasing of the spins which where accelerated to velocities faster than the desired
Vcutoff. This in turn represents the blood which resided in capillaries during VS1 and moved
to larger veins. If a simple subtraction of the resulting images (Control-Tag) is performed
the remaining signal originates from venous blood only, that is if flow is assumed to be
directed from arteries to capillaries to veins. Signal originating from other sources such as
tissue or CSF is eliminated via subtraction. While the original QUIXOTIC implementation
had a T2prep module, as introduced by Botnar for improved coronary artery imaging [126],
consisting of 90+◦ - 180◦ – 180◦ – 90−◦ pulses, where the number of 180 pairs is varied, to
achieve different effective echo times TEeff. This is included in the VS2 module to achieve
different T2 weightings. The turbo QUIXOTIC approach is not using T2prep modules but
a multi-echo, spin-echo readout as described in section 3.1.4.2.

3.4.2.3.2 Measurement Setup
First, segmented multi shot multi-echo, spin-echo imaging is performed on a phantom and
quantitative T2 values were compared to previously measured spectroscopic relaxation rates.
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Table 3.3: Idealized sketch of venular blood signal targeting. Dephased spins are labelled with
dots, spins that can contribute to the signal with an arrow.

Arteries Arteriols Capillaries Venules Veins
Velocity [cm/s] 8 6 4 2 1 <0.1 1 2 4 6 8

Control ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑
Tag ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑

−→−→−→−→−→ blood flow −→−→−→−→−→

Before VS module I (t = 0−)
Arteries Arteriols Capillaries Venules Veins

Velocity [cm/s] 8 6 4 2 1 <0.1 1 2 4 6 8
Control · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ · · · · · · · · · · · ·
Tag · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ · · · · · · · · · · · ·

−→−→−→−→−→ blood flow −→−→−→−→−→

After VS module I (t = 0+)
Arteries Arteriols Capillaries Venules Veins

Velocity [cm/s] 8 6 4 2 1 <0.1 1 2 4 6 8
Control · · · · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑ · · · · · · · · ·
Tag · · · · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑ · · · · · · · · ·

−→−→−→−→−→ blood flow −→−→−→−→−→

Before VS module II (t =TO−)
Arteries Arteriols Capillaries Venules Veins

Velocity [cm/s] 8 6 4 2 1 <0.1 1 2 4 6 8
Control · · · · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ ↑↑↑ · · · · · · · · ·
Tag · · · · · · · · · · · · · · · ↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑↑ · · · · · · · · · · · ·

−→−→−→−→−→ blood flow −→−→−→−→−→

After VS module II (t = TO+)

Secondly, quantitative T2 relaxation rates of venous blood of four healthy volunteers were
acquired in vivo with written, informed consent at a 3T Tim-Trio MRI system (Siemens AG,
Erlangen, Germany) with the use of the manufacturers 32 channel receive head array.

Measurements with the newly improved turbo QUIXOTIC variant by Möllenhoff et al [16],
utilizing segmented multi-shot EPI, were carried out and compared to results of the tradi-
tional T2prep and published multiple-echo based variant. Yv values were calculated from
quantitative venous T2 values as published by Bolar and according to section 3.1.4.1.
The CBF was measured using a pseudo Continuous ASL (pCASL) [127] sequence which
makes use of a 1.4 second labelling train of RF and magnetic gradient pulses to invert the
magnetisation in the labelling slab. The position of the labelling slab was chosen on the
basis of a quick time-of-flight angiography to ensure an optimal orientation and position-
ing of the carotid and vertebral arteries. The measured data was evaluated using the ASL
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data processing toolbox published by Wang et al. [128]. Directly before the MRI measure-
ments, hematocrit was measured via finger prick blood samples using the Ultracrit device
(Separation Technologies, Altamonte Springs, FL). All data postprocessing was performed
similar to Bolar et al., which means in detail a pairwise subtraction of VS2-VS1 data for
each TE/TEeff following a voxelwise exponential fit to achieve quantitative T2 values. All
unphysiological values (in that case <0 ms and >130 ms) were removed via thresholding,
outliers and voxels containing no information (NaN) were then removed via the build in
tools in ImageJ [129]. The resulting quantitative T2 map were used to calculate Yv for
each voxel which then can be used together with the CBF map, resulting from the pCASL
measurements, to calculate a CMRO2 map. The data postprocessing is visualised in Figure
3.13.

VS2 

CBF 

VS1 
subtraction 

exponential fit removing of 

outliers and NaN’s 
T2 T2 

ASL 

YV 

CMRO2 

Figure 3.13: Postprocessing steps for QUIXOTIC data.
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Measurement protocol
Quixotic and turbo QUIXOTIC were used to evaluate Yv and CMRO2 values.

1. Time of flight (TOF) imaging sequence to adjust labelling slab of pCASL

2. pCASL TR=3500ms; TE=14ms; 40 measurements; in-plane resolution 3.6mm; slice
thickness=10mm; TA=2:24min

3. Turbo QUIXOTIC with sequence parameters: TR=4000ms; TE=20,40,. . . ,180,200ms;
30 averages; in-plane resolution=3.6mm; slice thickness=10mm; 5 EPI shots; TA=5:59min
per control/tag; vcutoff=2.0 cm/s; TO1=400ms; TO=725ms; partial fourier=6/8;
readout bandwidth=1628Hz/Px

4. “Traditional” Quixotic with identical parameters as turbo QUIXOTIC but instead of
10 TE times, 5 different T2prep durations and thus different TEeff=28ms, 56ms,
112ms, 168ms, 224ms; TA=5:59min per control/tag and per TEeff



Chapter 4

Experiments and Results

In this chapter the experiments and results which were carried out using methods described
in chapter 3 are shown. Discussion and interpretation of these results can be found in
chapter 5.

4.1 Mapping of Absolute Water Content and Longitudinal
Relaxation Times

4.1.1 Sequence Parameters

For each sequence type the same sequence parameters were used in phantom and in vivo:

• TAPIR: TR = 22ms, TE = 9.74ms, TI = 20ms, flip angle (FA) = 25◦, bandwidth
(BW)=400Hz/Px, resolution 1mm x 1mm x 2mm, EPI factor = 5, GRAPPA factor
= 2, time points (TP) = 20,τ = 2400ms, slices = 32, concatenations = 4, acquisition
time (TA) = 6:44 min

• TAPIR inversion efficiency measurement: same settings as for TAPIR but resolution
3.1mm x 3.1mm x 2mm, TA = 0:53 min

• QUTE (slab-selective 3d): first TE=2.3ms, ∆TE=2.1ms; 11 echoes, TR=34ms;
BW=500Hz/Px, resolution 1mm x 1mm x 2mm, GRAPPA factor = 2, FA = 50◦,
TA = 3:41 min

97
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4.1.2 Phantom Results

A so-called “revolver phantom” comprising nine falcon tubes filled with different mixtures
of distilled water, D2O and MnSO4 was used for phantom experiments. In a first step,
the T1 relaxation times of all these tubes were determined at 3T using a gold standard
spectroscopic inversion recovery sequence. The results accessed from the phantom using
TAPIR were compard with the spectroscopic values to validate the accuracy of T1 and
H2O.
For the quantification of the accuracy, ROIs were defined manually for each tube using
ImageJ [130]. T1 and H2O values obtained with TAPIR and with the spectroscopic inversion
recovery experiment of each tube are presented in Table 4.1.

T1spect. [ms] T1meas. [ms] Accuracy [%] H2Oreal [%] H2Omeas. [%] Accuracy [%]
271 277±16 2 50 49±2 -1
442 446±17 1 60 57±2 -3
660 652±24 -1 65 67±2 2
753 748±27 -1 70 70±2 0
941 923±27 -2 75 73±2 -2
1291 1244±39 -4 80 83±3 3
1482 1458±72 -2 85 84±4 -1
1993 1955±115 -2 90 91±5 1
3066 3003±279 -2 100 91±7 -9

Table 4.1: Quantitative values and their differences in % to previously measured gold standard
spectroscopic values or to the known concentrations of H2O and T1 measurements.

4.1.3 In Vivo Results

It has been demonstrated several times [104] that the TAPIR method allows for an accurate
and robust quantification of the T1 values of in vivo the human brain. In vivo measurements
were performed on ten healthy volunteers (all right-handed male, mean age of 25 ± 3) after
written consent was obtained according to the ethical guidelines of our institution.
For a representative subject an axial single slice of the whole H2O map is presented in
Figure 4.1a), whereas the corresponding T1 map is depicted in Figure 4.1b). Values of
global white and grey matter are obtained using mean values of the corresponding histogram
peaks. Representative histograms of a quantitative H2O and a T1 map are shown in Figure
4.2a) and b). Mean T1 and H2O content values from white and grey matter regions of all
healthy volunteers and average values over all volunteers are presented in Table 4.2. The
measured values show good agreement with the T1 value ranges found in the literature for
white and grey matter (e.g. H2O: WM: 70±2%; GM: 83±3% [90, 91, 131, 132]; T1: WM:
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832±10ms [92], 790±21ms [133], 1110±40ms [134], 1084±45ms [135]; GM: 1331±13ms
[92], 1421±43ms [133], 1470±50ms [134], 1820±114ms [135]).

H2O [%] T1 [ms]
WM GM WM GM
70 85 875 1515
72 85 960 1500
72 86 940 1501
70 86 891 1485
72 86 930 1531
69 82 926 1495
70 86 927 1525
71 85 921 1507
68 83 910 1519
69 83 904 1513

average 70.3±1.4 84.7±1.5 918±24 1509±14

Table 4.2: Quantitative values of H2O and T1 measurements WM and GM utilising TAPIR on ten
healthy volunteers.

Figure 4.1: Representative slice of H2O and T1 maps for a single healthy volunteer measured
utilising TAPIR.

(a) Representative slice of a quantitative H2O map.
Values are given in %.

(b) Representative slice of a quantitative T1 map.
Values are given in ms.
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Figure 4.2: Histograms of H2O and T1 maps for a healthy volunteer measured utilising TAPIR.

(a) Histogram of a quantitative H2O map. Values
are given in %.

(b) Histogram of a quantitative T1 map. Values are
given in ms.
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4.1.4 Discussion and Conclusions

In general acquisition times of H2O quantification, especially with the use of the origin-
ally published TAPIR sequence, are too long for clinical acceptance. With the enhanced
TAPIR sequence including adiabatic inversion pulses, echo time shifting and last but not
least parallel imaging techniques, the acquisition times can be further reduced. The results
presented in this chapter show that the accuracy (below ±4% for T1 and below ±3% for
clinically relevant H2O values in phantom experiments) and precision (below ±5% for clin-
ically relevant T1 and below ±5% for clinical relevant H2O values in phantom experiments)
of the accelerated versions are shown to be good.
It has been shown that with a given set of parameters it is possible to acquire accurate
T1 and H2O maps in clinically acceptable measurement times. This was achieved using the
TAPIR sequence combined with a fast and accurate T ∗2 mapping sequence (QUTE). The
use of cerebrospinal fluid as a reference value for water content makes the use of external
reference probes obsolete. At higher field strenghts it is not possible to use reference probes
for calibration to a known H2O content because it is not possible to exactly compensate
the receive profile outside the brain and thus using the cerebrospinal fluid as a reference
value was proposed by [10,11].
It has also been demonstrated in phantom experiments that the presented method shows
good agreement between the measured and the gold standard spectroscopic T1 values
as well as between the measured and known water contents. The method for quantific-
ation of T1 relaxation time and H2O content mapping was performed on a cohort of
ten healthy volunteers. Results of the study are in line with the known literature val-
ues for white (T1=918±24ms, H2O=70.3±1.4%) and grey matter (T1=1509±14ms,
H2O=84.7±1.5%).
Taking the total acquisition time of 11:18 minutes into account, the presented method
paves the way to a clinical appliance of T1 and H2O mapping of the human brain. For later
use in 17O MRI low-resolution images would be sufficient and thus the acquisition time can
be reduced drastically.
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4.2 Natural Abundance 17O MRI

4.2.1 Natural Abundance 17O MRI in vivo

Natural abundance images of a healthy male volunteer were acquired in vivo after having
gained written consent within a clinical trial on a 9.4T MRI system (Siemens AG, Erlangen,
Germany). A custom-built circularly polarized birdcage coil tuned to the 17O Larmor fre-
quency (54.2MHz at 9.4T) with an inner diameter of 280mm and a length of 240mm was
used for transmission and reception (Figure 4.3). A twisted projection imaging sequence
(TPI) [70] was used for these measurements.

The sequence parameters were: TE = 0.4ms, TR = 11.4ms,

Figure 4.3: Tx/Rx coil for 17O
at 9.4T.

readout time = 5.12ms. The maximum specific absorp-
tion rates (SAR) limit imposed the use of a flip angle of
30 degrees. With these sequence parameters two sets of
data were acquired. The first data set had a nominal res-
olution of 5mm isotropic and was obtained with 10 av-
erages in 11:19min. The second data set had a nominal
resolution of 10mm isotropic and was obtained with 8
averages in 8:08min. The raw data was regridded to a
Cartesian grid using a standard gridding algorithm writ-
ten by Zwart and Pipe which is freely available [136].
To improve the SNR, a Blackman filter [137] was applied
to k-space data of the 5mm measurements. Represent-
ative slices of each measurement can be found in Figure
4.4.
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(a) 5mm isotropic 17O image (b) 10mm isotropic 17O image

Figure 4.4: Natural abundance 17O images of a healthy volunteer acquired at 9.4T with nominal
isotropic resolutions of 5mm and 10mm in 11:19min and 8:08min respectively [2,3], displayed
is the transverse view.
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4.2.2 Natural Abundance 17O MRI in phantom

Following natural abundance MR experiments were carried out on a home-integrated pre-
clinical 9.4 T MRI scanner. This system, shown in Figure 4.5, consists of an actively-shielded
horizontal bore superconducting magnet and gradient/shim coil with an inner diameter of
120 mm with a gradient strength up to 400 mT/m and up to 2nd order shim. The main
components are made by Varian/Agilent Technologies, USA, and major system electronics
and clinical software/user interface (SYNGO) from Siemens Healthcare, Erlangen, Germany.
This allows transferring all MR pulse sequences directly from the human Siemens clinical
MRI system and vice versa.
Two identical circularly-polarised tuneable high-pass birdcage coils were designed and con-
structed using a flexible printed circuit board [138]. These coils were self-shielded by the use
of copper tapes overlapped alternatively. Two types of home-built Transmit/Receive (T/R)
switches controlled by PIN diodes were designed and embedded into the coil set. For 17O
the frequency a hybrid coupler was used while for 1H, two Wilkinson’s power splitters were
utilised in order to divide the transmit power and to combine receive signals. All preamp-
lifiers were protected by a couple of phase shifters (π) either made by lumped elements
or adjusted by the coaxial cable length. Two 1 kW RF amplifiers (Barthel, Germany) were
utilised - one narrowband (370 − 400 MHz) for 1H and one broadband (50 − 180 MHz)
for 17O.

Figure 4.6 shows the same axial view of a phantom

Figure 4.5: 9.4T home-integrated pre-
clinical system.

comprising of seven tubes filled with distilled wa-
ter. First measured at the proton frequency with
a 3d Cartesian gradient echo sequence and a TPI
sequence with the same nominal isotropic resolu-
tion of 1mm at comparable measurement times of
3:12min and 3:20min respectively.
Following these measurements the coil was changed
to 17O from the back of the scanner without mov-
ing the phantom and a set of measurements was
carried out. First a 3d Cartesian gradient echo ima-
ging sequence with a nominal isotropic resolution
of 1.2mm in an acquisition time of 25min and
secondly a TPI sequence [70] with a comparable

resolution of 1.3mm in 20min were performed. Following this, lower resolution acquisitions
were performed with 2mm and 3mm nominal isotropic resolution in acquisition times of
5min and 1min respectively.
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(a) 1mm isotropic 1H GRE image; Acquisition Time
(TA) = 3:12min

(b) 1mm isotropic 1H TPI image; TA=3:20min

(c) 1.2mm isotropic 17O GRE image; TA=25min (d) 1.3mm isotropic 17O TPI image; TA=20min

(e) 2mm isotropic 17O TPI image; TA=5min (f) 3mm isotropic 17O TPI image; TA=1min

Figure 4.6: Three axial views of a phantom comprising seven tubes of distilled water measured
at a 9.4T small animal MRI scanner. First two acquisitions show the 1H and the last four
measurements the 17O signal.

All relevant sequence parameters can be found in Table 4.3. Details about TPI sequence
can be found in section 3.4.1 and in the literature [70].

1H 17O
GRE TPI GRE TPI TPI TPI

resolution [mm] 1 1 1.2 1.3 2 3
TE [ms] 2.54 0.55 2.74 0.1 0.1 0.1
TR [ms] 100 100 20 20 20 20
averages 1 1 64 20 5 1
projections - 2000 - 3000 3000 3000
p [%] - 80 - 100 100 100
TA [min] 3:12 3:20 25 20 5 1

Table 4.3: Sequence parameters which were used for natural abundance imaging on a 9.4T pre-
clinical MRI system.
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4.2.3 Discussion and Conclusions

In all in vivo images acquired at the 9.4T whole-body human MRI scanner the eyes and the
two hemispheres of the human brain are clearly visible. Within the images it is possible to
distinguish between white and grey matter, especially in images with sufficient SNR such as
in the low resolution acquisition in Figure 4.4b), keeping in mind that these images where
acquired at natural abundance of only 0.037%. In further studies the sequence parameters
could be optimised to increase the nominal FA which inherently increases the SNR.
Further sequence parameter optimisation was performed for the phantom images which
were acquired at the 9.4T small animal scanner. Even in the shortest acquisition time of
1min with a nominal resolution of 3mm all phantom tubes are clearly distinguishable. The
dataset, which was acquired with a cartesian gradient echo sequence, shows significant
blurring due to relatively long readout and echo times.
Further studies on the human scanner were not continued, since the magnet had major
technical issues after a quench and is still in repair.
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4.3 Quantification of CMRO2

4.3.1 T2 Measurements

Despite of the use of the VS module, the same measurement protocol as used for in vivo
measurements to quantify CMRO2 with QUIXOTIC (see section 3.4.2.3.2) was employed
for T2 quantification in phantoms, in order to prove accuracy of the method with respect
to relaxation time mapping.
Calculated T2 values can be found in Table 4.4 along with the corresponding gold standard
spectroscopically measured values of a resulting in T2 within a physiological range. The
calculated values are in good agreement with the spectroscopic results.

T2spectroscopic [ms] Multi-echo spin echo T2 [ms] Difference [%]
32 33±4 3
52 54±5 4
62 63±5 2
79 77±7 -2

Table 4.4: Quantitative values of T2 measured in four different Falcon tubes with different T2 values
in a physiological range and comparison with previously measured gold standard spectroscopic
values.

4.3.2 QUIXOTIC

Figure 4.7 shows representative Yv and CMRO2 maps of a healthy male volunteer measured
with

a) standard QUIXOTIC sequence utilizing a T2prep magnetisation preparation module and
b) segmented multi-shot multi echo spin echo sequence after data processing by applying

the QUIXOTIC theory on a voxel-by-voxel basis

Yv is relatively uniform across the whole imaged slice, while CMRO2 values are different
in grey matter (GM) and white matter (WM), which has been shown by Bolar et al. [14].
This is further known from 17O MRI [61,75,82] and 15O PET [139] experiments as well.
Labelling parameters were kept the same and chosen to be identical to Bolar et al. [14].
Quantitative values for CBF, CMRO2, T2 and Yv in grey matter in four healthy volunteers
are shown in Table 4.5.
The mean values in GM of all healthy volunteers are found to be Yv=0.61±0.03,
T2=54±4ms, CMRO2=174±13µmol/100g min and CBF=53±3ml/100g min. The results
show good agreement between each other and further agree with literature CMRO2 values
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in GM, especially to gold standard 15O PET based measurements (Bolar (QUIXOTIC) [14]:
CMRO2=125±15µmol/100g min, Leenders (15O PET) [139]: CMRO2=186±19µmol/100g
min). CMRO2 of white matter regions are reported to be significantly lower as reported by
different studies (e.g. CMRO2WM=71±4µmol/100g min [139]) which explains the slightly
lower CMRO2 values measured by means of QUIXOTIC by Bolar et. al [14] caused by
partial volume effects due to lower imaging resolution and thus contamination of the GM
values with lower WM values.
Subject 4 is measured twice first (named subject 4a) with the new established multishot
multi echo turbo QUIXOTIC utilising HSn pulses and secondly (named subject 4b) with
the standard QUIXOTIC approach utilising a T2prep as published by Bolar [14]. Especially
the agreement of the results utilising a T2prep module and the multi-shot capabilities in
turbo QUIXOTIC is emphasised.

(a) Standard QUIXOTIC utilising a T2prep module (b) Turbo QUIXOTIC utilising a multishot multi
echo spin echo with adiabatic HSn pulses used for
refocusing

Figure 4.7: Yv (left) and CMRO2 [ µmol
100gmin ] (right) of a representative subject

Measurement CBF [ µl
100gmin ] CMRO2 [ µmol

100gmin ] T2 [ms] Yv
1 50 ± 7 187 ± 59 48 ± 11 0.56 ± 0.10
2 57 ± 11 188 ± 59 53 ± 11 0.61 ± 0.09
3 55 ± 10 170 ± 42 57 ± 11 0.63 ± 0.06
4a 52 ± 9 166 ± 36 55 ± 11 0.62 ± 0.05
4b 53 ± 9 159 ± 31 57 ± 5 0.64 ± 0.03

Table 4.5: CBF, CMRO2, T2 and Yv results in four healthy volunteers. One of the volunteers was
measured twice, once with the multishot turbo QUIXOTIC variant (a) and once with the original
published method utilising a T2prep with different T2 weightings (b).
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4.3.3 Discussion and Conclusions

With the presented enhancements in the turbo QUIXOTIC approach, a quantitative assess-
ment of clinically relevant parameters such as CMRO2 is possible in clinically acceptable
measurement times. This paves the way to its applications in research and clinical tri-
als. The agreement between the originally published and the enhanced method as well as
the agreement with available literature values is good. Especially the agreement to gold
standard 15O PET based measurements is highlighted. The slight difference to the lower
QUIXOTIC values published by Bolar et. al [14] may be caused by lower imaging resolution
and thus contamination of the GM values by partial volume effects of smaller WM CMRO2

values.
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Chapter 5

Discussion, Conclusions and Outlook

The main goal of this thesis was to achieve non-invasive measurements of CMRO2 in healthy
volunteers based on either 17O or on 1H MR imaging. Summarising the desired methods,
which were presented in the introduction of this thesis in chapter 1, two methods of choice
exist. The first method based on direct detection of the 17O at ultra-high magnetic field
needs accurate and quantitative in vivo H2O maps as a basis for CMRO2 calculations (see
section 3.1.3).
This was achieved here by an extended implementation of the TAPIR sequence for quant-
itative in vivo T1 relaxation time measurements and H2O quantification, as described in
section 3.3.3. The results presented in chapter 4 demonstrate that it is possible to acquire
high-resolution T1 and H2O maps with volume coverage in a clinically acceptable meas-
urement times of 11:18min in total. The in vivo precision of the mean values and the
accuracy, referenced to the gold standard spectroscopic inversion recovery experiment of
WM and GM are approximately 2% and 1%, respectively. This method can be used on its
own for studies which include relaxation time mapping or a quantitative measurement of
water content and in studies where 17O imaging is used.
Imaging natural abundance concentrations of 17O is the basis for accurate CMRO2 quanti-
fication based on the 17O signal. These measurements were carried out with the methods
described in section 3.2. Initial measurements with an RF coil developed in-house were
performed in vivo and in a phantom. The results in section 4.2.1 show the feasibility of
acquiring natural abundance images with a nominal resolution of 5mm or 10mm of the
directly measured 17O signal in vivo at a 9.4T scanner with sufficient SNR in acceptable
measurement times of 11:19min and 8:08min respectively. Phantom measurements of the
natural abundance signal were performed additionally on a small animal 9.4 T generating a
basis for further studies. With smaller imaging coils, which are used on small animal scanner
systems, images with sufficient SNR can be acquired on a nominal resolution of 3mm in
1min acquisition times. Further in vivo studies on a whole-body 9.4T human scanner with
improved SNR due to sequence parameter optimisation pave the way to CMRO2 quanti-
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fication by means of 17O imaging and will be carried out in future studies. These studies
will require the knowledge of quantitative H2O contents in the brain and thus quantitative
estimation of absolute H2O and 17O imaging methods are linked.
The second method of choice to quantify CMRO2 in vivo is, as already mentioned in the
introduction of this thesis in chapter 1, based on quantification of transverse relaxation
rates, T2, of venous blood which is linked via Fick’s principle [1] to its oxygenation. In
section 4.3 a further development of a CMRO2 mapping sequence based on this principle
is presented. Using a multi-echo, spin-echo imaging approach the measurement is acceler-
ated compared to the acquisition of different T2 weightings using a T2prep module as in
the originally published imaging sequence. The use of a gradient spoiling scheme and the
application of adiabatic refocusing pulses (described in more detail in chapter 3) prevents
stimulated echoes leading to more accurate T2 values. Otherwise these would influence T2

quantification and thus result in further errors in Yv and CMRO2. The use of advanced
adiabatic HSn pulses, as introduced by Tannus [28] and described in detail in section 2.3.6,
leads to lower SAR levels and thus enables longer echo trains. These methods were imple-
mented and tested for phantom and in vivo experiments. A comparison with gold standard
spectroscopically measured T2 values and to the original published method was performed.
Phantom results show an accuracy of below 3% for T2 values in a physiological range. The
CMRO2, T2 and Yv values in in vivo measurements are in a good agreement with literature
values and with the original published method.
Functional activation alters the ratio of CMRO2 to the cerebral metabolic rate of gluc-
ose consumption (CMR-Glc) which implies an anaerobic metabolic process [140] and is
shown to be changed in patients with cerebral ischemia [141]. Simultaneously performed
quantitative measurements of CMRO2 and CMR-Glc were not possible by means of PET
because of the indistinguishability of positrons emitted by 15O- (used in CMRO2 quanti-
fication) and 19F- (used in CMR-Glc quantification) labelled PET tracers. The feasibility
of quantitative CMRO2 evaluation by MRI enables future studies and measurements of
CMRO2. These will be conducted on the basis of 17O and 1H imaging at 9.4T and 3T
with simultaneously measured FDG-PET to achieve a simultaneous quantitative compar-
ison of CMRO2 and CMR-Glu to further investigate these changes in patients with mild
cognitive impairments.
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Appendix B

Valorisation

Researchers at Maastricht University are expected to discuss the social and eco-

nomic value of the knowledge developed during their doctoral studies. This chapter

addresses the current and potential impact of this thesis.

B.1 Social and Economic Relevance

In this work an enhanced method for quantitative and non-invasive measurements of

the CMRO2 in healthy volunteers is presented. Aging and, more importantly, healthy

aging is becoming a focus of clinical research since the life expectancies are on

the rise. In prosperous countries, Alzheimer’s disease is one of the most prevalent

neurodegenerative diseases. Novel methods for identifying disease onsets and track-

ing severity are highly desired for preclinical and clinical testing of disease-modifying

therapies. It has been shown that neurodegenerative and metabolic diseases associ-

ated with aging and pathologies such as Alzheimer’s disease indicate altered values for

CMRO2 [71–73] even before anatomical changes are detectable; this makes CMRO2

a perfect molecular imaging candidate for tracking the disease and its severity, and

perhaps its early identification.

In the past, CMRO2 was measured by means of radioactive and invasive PET meas-

urements and thus these are not practical on large cohorts of healthy or apparently

healthy volunteers. New non-invasive methods such as those presented in section

3.1 pave the way for easier patient handling and clinical acceptance, this is of large

impact for social relevance. Shorter measurement times are of economic relevance

since the costs of MRI measurement time are a crucial factor in clinical applications.
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Quantitative imaging methods such as relaxation time mapping or quantification

of absolute water content are of great interest in clinical applications since stand-

ard clinical MR images cannot be directly compared. Most methods for imaging

anatomical details in high resolution are relaxation-time weighted, T1-weighted for

example, and the results differ for the same patient at different field strengths or

when acquired with MRI machines from different vendors or in longitudinal studies.

Thus, a quantitative long-term evaluation of patient treatment is not easily feasible.

Utilising the quantitative imaging methods, which are shown in this work in section

3.3, it is possible to acquire quantitative relaxation times, on a voxelwise basis, of

the longitudinal relaxation time, T1, and the absolute water content within clinically

acceptable measurement times of 11:18min in total. The in vivo precision of the

mean values and the accuracy, which is referenced to the gold standard spectro-

scopic inversion recovery experiment of WM and GM are approximately 2% and 1%,

respectively.
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B.2 Target Group

This work is of interest not only for academic and basic researchers but also for

medical personnel and financial decision makers in clinics. First it enables an easier

patient handling compared to 15O-based radioactive PET measurements, which de-

creases corrupted measurement data due to e.g. motion. Second, measurement time

and thus running costs of MRI and PET machines can be reduced.

Quantitative imaging techniques are already used by various research sites potentially

leading to a better understanding of different diseases and their treatments.

B.3 Products and Services

The presented quantitative imaging methods and the developments of TAPIR, shown

in section 3.3.2.2, already led to various partnerships in research. For example, the

developments of this work and a software package for evaluation were used for per-

meability measurements of the blood brain barrier [142]. Further studies could pave

the way for quantitative imaging methods in clinical environments to support dia-

gnostic evaluation processes.

Accessing CMRO2 by non-invasive imaging methods or combining it with simultan-

eous measurements of other relevant molecular parameters could lead to a deeper

knowledge and better understanding of various diseases and their possible treat-

ments. Since ultra-high magnetic field strength MRI is a growing field of current

research and the first clinical 7T machines are about to be introduced, studies of

other nuclei than 1H approaches clinical practice and thus, 17O-based measurements

become more attractive. 1H-based measurements of CMRO2, as they are presented

in this work, are the method of choice, whenever ultra-high magnetic field strength

is not available. The developments presented in this work have the potential to lead

to clinical utility.
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B.4 Innovation

As Albert Einstein already mentioned

"Life is like riding a bicycle. To keep your balance, you must keep

moving."

which implies a continous and ongoing innovation process in life and absolutely in

research. Innovative research is of fundamental importance. The work presented in

this thesis is yet another step that enhances existing methods.

Ultra-high magnetic field strength MRI with 7T and above is a growing topic in

research and this is also the case for higher field strength such as 9.4T, as used in

this.

The measurements presented in section 4.1.2 for quantifying absolute water content

in the living human brain use state-of-the-art methodologies including adiabatic in-

version radiofrequency pulses, parallel imaging techniques, and multi-channel receive

RF coils to overcome inhomogeneity effects in B+
1 fields which are a negative sid-

effect caused by high magnetic field strengths. The method for correcting the B−1

receive field inhomogeneity, described briefly in section 3.3.3.3, was developed in our

group and is completely new and innovative. Prior to the availability of that method

either corrections based on the reciprocity theorem, which does not hold for high

field strength, or just simple bias field corrections by homogenisation of the resulted

quantitative measurement were used.

The essential in vivo and phantom measurements of the natural abundance of 17O

signal at ultra-high field strength (9.4T) presented in section 4.2.1 and thereafter

are one of the first presented at that high field strength using a state-of-the-art pro-

totype UHF scanner.

The use of SAR-reduced adiabatic pulses in a T2prep module is an innovative method.

Previously, mostly normal adiabatic pulses, which have the negative side-effect of high

SAR values or non-adiabatic pulses which in turn have a poor B+
1 RF profile were

used.
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B.5 Shedule and Implementation

First, all necessary imaging sequences were implemented for Siemens MRI scan-

ner systems (Siemens AG, Erlangen, Germany) and tested extensively. The good

agreement of TAPIR T1 measurement results with spectroscopically measured ones

triggered great interest in the community, leading to international cooperations with

various partners who are using the sequence (e.g. University of New Mexico, Al-

buquerque, NM; University of Cambridge, UK) or plan future usage (e.g. University

of Hawaii, HI).

Second, not only did sequence implementation lead to cooperations but also the

evaluation software package in which all used fitting routines and all described B−1

corrections were implemented. The software package is called "Juqebox" and is freely

available upon request from our research group.

Evaluation of CMRO2 based on 17O imaging data is complex and patient comfort is

reduced for this imaging modality. Firstly by special safety issues due to ultra-high

field MRI (see section 2.4) and secondly due to the need of a breathing / rebreathing

system [81], which has to be used inside of the RF head coil in the scanner bore.

Evaluation of CMRO2 data based on 1H imaging is much easier with simple ex-

ponential fitting and basic mathematics as described in section 3.1.4.1 and in the

literature [14,77,88]. Furthermore, no additional breathing devices are needed paving

the way to easier patient handling in clinical applications.
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