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A B S T R A C T

This paper addresses the problem of interpreting tweets that describe traffic-related events and that are

distributed by government agencies in charge of road networks or by news agencies. Processing such

tweets is of interest for two reasons. First, albeit phrased in natural language, such tweets use a much

more regular and well-behaved prose than generic user-generated tweets. This characteristic facilitates

automating their interpretation and achieving high precision and recall. Second, government agencies

and news agencies use Twitter channels to distribute real-time traffic conditions and to alert drivers

about planned changes on the road network and about future events that may affect traffic conditions.

Hence, such tweets provide exactly the kind of information that proactive truck fleet monitoring and

similar applications require. The main contribution of the paper is an automatic tweet interpretation

tool, based on Machine Learning techniques, that achieves good performance for traffic-related tweets

distributed by traffic authorities and news agencies. The paper also covers in detail experiments with

real traffic-related tweets to access the precision and recall of the tool.

� 2015 Elsevier B.V. All rights reserved.
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1. Introduction

According to Tennenhouse [1], to be proactive, an application
must detect interesting situations before they happen and must be
able to handle such situations without human supervision. In
particular, to achieve proactive behavior, an application that
monitors moving objects must: (1a) model the behavior of the
moving objects; (1b) monitor the current state of the objects; (2a)
model the environment where the objects move; (2b) monitor the
current state of the environment; (3a) detect environment changes
that may affect the future behavior of the moving objects; and (3b)
adjust the planned behavior of the moving objects to the changes.
Inexpensive positioning devices and communication technologies
cater for (1b), whereas Web resources, notably Twitter channels,
RSS and geoRSS [2] feeds and Open GeoSMS [3], provide valuable
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data from which to extract event descriptions that affect the
environment where the objects move.

In this paper, we focus on the problem of interpreting tweets
that describe traffic-related events and that are tweeted by
government agencies in charge of road networks and by news
agencies. Processing such tweets is of interest for essentially two
reasons. First, albeit phrased in natural language, such tweets use a
much more regular and well-behaved prose than generic user-
generated tweets. This characteristic facilitates automating their
interpretation and achieving high precision and recall. Second,
government agencies and news agencies use Twitter channels to
distribute real-time traffic conditions and to alert drivers about
planned changes on the road network and about future events that
may affect traffic conditions. Hence, such tweets provide real-time
or future information about the road network, which is exactly the
kind of information that proactive truck fleet monitoring and
similar applications require.

Contributions. The first contribution of the paper is a domain
ontology, called TEDO, that models traffic-related situations as
events, composed of actors, locations and timestamps. The main
contribution of the paper is an automatic tweet interpretation tool,
based on Machine Learning techniques, that achieves good
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performance for traffic-related tweets distributed by traffic
authorities and news agencies. In particular, given a traffic-related
tweet, the tool uses named-entity recognition techniques to
identify the location of the event the tweet describes and relation
extraction methods to capture relations between the components
of the event. The tool transforms each such tweet into a set of RDF
triples [4], constructed according to the TEDO ontology. Finally, the
paper covers in detail experiments with real traffic-related tweets,
which indicate that the tool achieves high precision and recall.

Paper outline. Section 2 introduces the TEDO ontology. Section 3
defines the notions of tagged tweets and dependency trees and
illustrates how to represent of a tweet in TEDO. Section 4 describes
some implementation details and the experiments with the tool.
Section 5 discusses related work. Finally, Section 6 presents the
conclusions.

2. TEDO – a traffic event domain ontology

This section introduces the Traffic Event Domain Ontology, TEDO,
that models traffic-related situations as events, composed of actors,
locations and timestamps. Section 2.1 briefly reviews some
ontology concepts, while Section 2.2 covers the details of the
classes and properties of TEDO. Section 3.5 contains an example of
a tweet represented in TEDO.

TEDO is generically based on the notion of event [5] and
relations between events [6,7]. This design decision reflects the
principle that traffic is a process modeled by inter-related discrete
events. TEDO also borrows some concepts from two traffic accident
ontologies [8,9].

The development of TEDO used two major sources to induce
some of the property values. The first source was a gazetteer, which
provided the names and coordinates of the locations that populate
the class Location (see Section 2.2). The second source was a tweet
corpus (see Section 4.2), which induced the values of some of the
datatype properties (see Tables 1 and 4).

2.1. A brief review of some ontology concepts

A class C is a set of instances or individuals. Rather than referring
to ‘‘an instance of class C’’ we will simply say ‘‘a c’’. For example,
instead of ‘‘an instance of class Accident’’, we say ‘‘an accident’’. We
may also declare that a class D is a subclass of C to indicate that all
instances of D are also instances of C.

We will use XML Schema simple types, such as string, float,

boolean and dateTime, enumeration types that define a list of values
and complex types created by combining the simple types [10]. We
will refer to an XML Schema type simply as a type.
Fig. 1. TEDO classes and object properties (da
A datatype property P is a binary relation between the set of
instances of a class D and the set of values of a type T; we say that D

is the domain of P and T is the range of P. Datatype properties
capture in OWL the equivalent of attributes in UML or in the entity-
relationship model, familiar to database designers.

An object property O is a binary relation between the set of
instances of a class D and the set of instances of a class R; we say
that D is the domain of O and R is the range of O. Object properties
capture in OWL the equivalent of relationships in UML or binary
relationships in the entity-relationship model. However, OWL does
not offer constructs for relations with attributes or n-ary relations,
with n > 2. In such situations, the designer has to resort to the
reification of the relation [11].

A cardinality restriction for a class C imposes limitations on
the number of occurrences of a datatype or object property Q

each instance of C must have. A maximum (or minimum)
cardinality restriction specifies the maximum (or minimum)
number of occurrences of property Q each instance of C must
have. Departing from OWL and adopting UML notation for
cardinalities, we use ‘‘m . . n’’ to indicate that the number of
occurrences of property Q for an instance of C must be at least m

and at most n. Furthermore, when m is ‘‘000, Q may not be defined
for some instances of C and, when n is ‘‘*’’, Q may associate an
instance of C with an unbounded number of instances of the
range of Q.

Finally, an international resource identifier (IRI) [4] identifies a
resource. The notion of IRI is a generalization of URI (Uniform
Resource Identifier), allowing non-ASCII characters to be used in
the IRI character string. We will store the result of analyzing a
tweet as a set of RDF triples [4] of the form (s, p, o), where s is the
subject, p is the predicate and o is the object of the triple. The
subject and the predicate are IRIs and o is either an IRI or an XML
literal.

2.2. Classes and properties of TEDO

This section describes the classes and properties of TEDO,
summarized in Fig. 1 and in Tables 1–3 (the last two also include
cardinality restrictions).

Traffic events: Traffic events in TEDO are instances of the class
TrafficEvent, which is specialized into the following subclasses (see
Fig. 1), with the intended interpretation of their instances:

� Interdiction: an interdiction that affects the traffic;
� Accident: an accident involving one or more vehicles, such as a

collision, that affects the traffic;
� Breakdown: a vehicle breakdown that affects the traffic;
tatype properties omitted for legibility).



Table 1
Summary of TEDO classes.

Class name Description Super class

TrafficEvent A traffic event

Interdiction An interdiction TrafficEvent

Accident An accident TrafficEvent

Breakdown A vehicle breakdown TrafficEvent

TrafficSituation A traffic situation TrafficEvent

WeatherCondition A traffic event caused by

weather conditions

TrafficEvent

OtherEvent An unclassified traffic event TrafficEvent

Location A place related to a traffic event

Time A placeholder for traffic event

timestamps
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� TrafficSituation: an observed traffic situation, characterized by
an intensity (see the definition of the datatype property
hasTrafficIntensity below), expressed in a tweet such as ‘‘Traffic
at Praça Sibelius has nearly stopped’’;
� WeatherCondition: an event, caused by weather conditions, such

as rain or flooding, that affects the traffic;
� OtherEvent: an event, other than those listed above, such as a

defective stoplight, that affects the traffic.

Actor, location and time of a traffic event: Traffic-related tweets
typically indicate one or more locations for the events they
describe, the time of the events and the actors (or agents) involved
in the events. For example, the tweet ‘‘Accident between 2 cars at
Av das Américas in lane direction Grota Funda near number
19880’’, posted on March 5th, 2012 at 07:07:01, indicates: a traffic
event of the class Accident; the actors (‘‘between 2 cars’’) of the
accident; the primary location (‘‘Av das Américas’’) of the accident;
a secondary location (‘‘Grota Funda’’) defining the flow of direction
of the traffic lanes affected (‘‘in lane direction’’) by the accident; a
secondary location giving a reference point (‘‘near Number
19880’’) for the accident.

Class TrafficEvent is the domain of a datatype property,
hasActor, and three object properties, hasPrimaryLocation, hasSe-
condaryLocation and hasTime, discussed in what follows.
Table 3
Summary of TEDO datatype properties.

Datatype property Description 

hasActor An actor of a traffic event 

hasLocationName A name for a location 

hasCoordinates The coordinates of a location 

affectsBothDirections True, if the event affects the traffic flow in both directi

and False, otherwise

hasPostingTime The unique timestamp when the tweet was posted 

hasPublicationTime The unique timestamp when the news was published 

hasEventTime A unique noun phrase indicating when the traffic even

hasTrafficIntensity Traffic intensity at some point in time 

Table 2
Summary of TEDO object properties.

Object property Description 

hasPrimaryLocation Associates a traffic event with a primary location 

hasSecondaryLocation Associates a traffic event with a secondary location

hasTime Associates a traffic event with an instance of Time 

flowsTo Relates two locations, L and M, such that L is a two

M indicates the flow of direction of the traffic lanes

by a traffic event

isReferenceFor Relates two locations, M and L, such that M is a ref

traffic event that occurred in L

isRestrictedTo Relates two locations, L and M, such that L is restri

defined by M

causes Indicates that a source event is a cause for a target 
Actor of a traffic event: Traffic-related tweets typically indicate
the actors of the events using a multitude of terms, such as ‘‘car’’,
‘‘motorcycle’’, ‘‘truck’’ and ‘‘pedestrian’’. Because of this richness, in
TEDO, actors are described merely as strings using the following
property:

� hasActor (with TrafficEvent as domain and the type string as
range): describes an actor of an event.

In future developments, we plan to create an Actor class, along
with its subclasses, as pointed out in the conclusions.

Location of a traffic event: Traffic-related tweets express the
place where an event occurred in a variety of ways, often with a
richness of details that helps users locate the event. A tweet
typically refers to: a street name or a neighborhood; a building or a
facility, such as an airport or a shopping mall; or a specific
kilometer on a highway, a road exit, or any reference location, such
as ‘‘km 135’’ or ‘‘exit 5’’. To describe traffic-related places, TEDO has
a class:

� Location: a place related to a traffic event;
and two object properties:

� hasPrimaryLocation (with TrafficEvent as domain and Location
as range): associates a traffic event with a single location,
designated as the primary location of the event;
� hasSecondaryLocation (with TrafficEvent as domain and Loca-

tion as range): associates a traffic event with one or more
secondary locations that help describe where the event occurred.

To qualify a location, TEDO has the following datatype
properties:

� hasLocationName (with Location as domain and the type string
as range): one or more names for a location, either primary or
secondary;
� hasCoordinates (with Location as domain and a complex type

coordinatePair as range): the unique coordinates of a location,
Card. Domain Range

0..* TrafficEvent string

0..* Location string

0..1 Location (complex)

ons of a two-way road; 0..1 Location boolean

0..1 Time dateTime

0..1 Time dateTime

t occurred or will occur 0..1 Time string

0..1 TrafficSituation G, H, S

Card. Domain Range

0..1 TrafficEvent Location

 0..n TrafficEvent Location

0..1 TrafficEvent Time

-way road and

 of L affected

0..1 Location Location

erence point for a 0..* Location Location

cted to the area 0..* Location Location

event 0..* TrafficEvent TrafficEvent
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expressed as a pair of strings describing the latitude and
longitude of the location, either primary or secondary.

Furthermore, to model complex descriptions of the location of a
traffic event (see Section 4.1.2 for examples), TEDO has the
following datatype property:

� affectsBothDirections (with Location as domain and the type
boolean as range): True, if the event affects the traffic flow in
both directions of a two-way road, and False otherwise;

and three object properties that represent relations between
locations:

� flowsTo (with Location as domain and range): relates two
locations, L and M, such that L is a two-way road and M indicates
in which direction the traffic event affects the traffic lanes of L;
� isReferenceFor (with Location as domain and range): relates two

locations, M and L, such that M is a reference point for a traffic
event that occurred in L;
� isRestrictedTo (with Location as domain and range): relates two

locations, L and M, such that L is restricted to the geographic area
defined by M (usually M indicates a neighborhood or a city).

Time of a traffic event: A traffic event E, described in a tweet W,
may have three different timestamps: (1) the timestamp when W

was posted (indicated as an attribute of W); (2) the timestamp
when the news about E was published (included in the text of W,
usually as a clearly indicated heading, such as ‘‘[Monday,
10:30AM]’’); (3) the timestamp when E occurred or will occur
(often a noun phrase in the text of W, such as ‘‘early in the
morning’’, or a noun, such as ‘‘tomorrow’’). To describe such
timestamps, TEDO has a class:

� Time: a placeholder for the three types of timestamps of a traffic
event. That is, an instance of Time has no specific semantics and
is just an artifact to group the timestamps of a traffic event. As
such, it could have been modeled as a blank node [4];

an object property:

� hasTime (with TrafficEvent as domain and Time as range):
associates a traffic event with a single instance of Time;

and three datatype properties, as explained above:

� hasPostingTime (with Time as domain and the type dateTime as
range): the unique timestamp when the tweet was posted;
� hasPublicationTime (with Time as domain and the type dateTime

as range): the unique timestamp when the news expressed in the
tweet was published;
� hasEventTime (with Thing as domain and the type string as

range): a unique noun phrase in the tweet indicating when the
traffic event occurred or will occur.

Traffic intensity: The class TrafficSituation has a specific
datatype property:

� hasTrafficIntensity (with TrafficSituation as domain and an
enumeration type as range): describes the traffic intensity as ‘‘G’’,
for good traffic, ‘‘H’’, for heavy traffic, and ‘‘S’’, for slow or stopped
traffic.

Causal relation between traffic events: To reflect that a traffic
event may be the cause of another traffic event, TEDO includes an
object property:

� causes (with TrafficEvent as domain and range): indicates that a
source event causes a target event.
3. Tagged tweets, dependency trees and the representation of a
tweet in TEDO

The interpretation of a tweet involves several tasks: (i) Tweet
tokenization; (ii) Entity extraction; (ii) Geocoding; (iii) Relation
extraction; and (iv) RDF generation. Section 4 provides details
about the algorithms that implement such tasks. This section
defines and illustrates the use of the data structures that are output
by the entity and the relation extraction tasks, which helps
understanding how a tweet is represented in TEDO. Section 3.1
defines the tags used to mark the tweet text elements. Section 3.2
introduces the notion of dependency tree, which captures the
relations between the tagged text elements of a tweet. Section 3.3
contains examples of tagged tweets and dependency trees. Finally,
Section 3.5 illustrates how to represent a tweet in TEDO, based on
the corresponding tagged tweet and dependency tree.

3.1. Tagged tweets

The entity extraction task is similar to the named entity
recognition (NER) [12] process (also known as entity identification,
entity chunking and entity extraction). It receives as input a tweet
W and returns a tagged tweet T, that is, the tweet W with text
elements classified with the help of tags. A tagged text element of T

is a pair (e, t), where e is a text element of T and t is the
corresponding tag in T.

Table 4 summarizes the tags adopted and the corresponding
TEDO terms. Note that there is a one-to-one correspondence
between the tags in the second column and the TEDO terms in the
third column, which is explored by the RDF generation task,
illustrated in Section 3.5. The rest of this section lists the tags,
grouped by role, and the most common text elements for each tag
(the words are in Portuguese, followed by their translations),
extracted from a testing corpus (see Section 4.2). We note that only
the most significant text elements occurring in tweets are tagged,
while all others are discarded.

Traffic event tags:

� <interdiction>: used to tag words such as ‘‘interdição’’
(‘‘interdiction’’) and ‘‘fechada’’ (‘‘closed’’);
� <accident>: used to tag words such as ‘‘colisão’’ (‘‘collision’’),

‘‘engavetamento’’ (‘‘pile-up’’), ‘‘choque’’ (‘‘crash’’), ‘‘capota-
mento’’ (‘‘turn over’’), ‘‘queda’’ (‘‘fall’’), ‘‘atropelamento’’ (‘‘run-
ning over’’);
� <breakdown>: used to tag words such as ‘‘enguiçado’’ (‘‘break-

down’’) and ‘‘pane’’ (‘‘breakdown’’);
� <traffic>: used to tag words such as ‘‘tráfego’’ (‘‘traffic’’) and

‘‘trânsito’’ (‘‘traffic’’);
� <weather-condition>: used to tag words and noun phrases such

as ‘‘chuva’’ (‘‘rain’’), ‘‘alagamento’’ (‘‘flooding’’), ‘‘bolsão d’água’’
(‘‘pocket of water’’);
� <other-event>: used to tag less frequent words, such as

‘‘manifestação’’ (‘‘manifestation’’), which describe events that
affect traffic.

Location tags:

� <location-name>: used to tag words that indicate the name of a
location;
� <both-direction>: used to tag noun phrases, such as ‘‘nas duas

direções’’ (‘‘in both directions’’) and ‘‘nos dois sentidos’’ (‘‘in both
directions’’), which indicate that the event affects the flow of
traffic in both directions;
� <direction>: used to tag words, such as ‘‘direção’’ (‘‘direction’’)

and ‘‘sentido’’ (‘‘direction’’), which indicate in which direction
the flow of traffic is affected by the event;



Table 4
Summary of tags and related vocabulary.

# Tag TEDO term Examples of text elements tagged

1 <interdiction> Interdiction ‘‘interdicao’’ (‘‘interdiction’’), ‘‘fechada’’ (‘‘closed’’)

2 <accident> Accident ‘‘colisao’’ (‘‘collision’’), ‘‘engavetamento’’ (‘‘pile-up’’), ‘‘choque’’ (‘‘crash’’), ‘‘capotamento’’

(‘‘turn over’’), ‘‘queda’’ (‘‘fall’’), ‘‘atropelamento’’ (‘‘running over’’)

3 <breakdown> Breakdown ‘‘enguicado’’, ‘‘pane’’ (‘‘breakdown’’)

4 <traffic> TrafficSituation ‘‘trafego’’ (‘‘traffic’’), ‘‘transito’’ (‘‘traffic’’)

5 <weather-condition> WeatherCondition ‘‘chuva’’ (‘‘rain’’), ‘‘alagamento’’ (‘‘flooding’’), ‘‘bolsao d agua’’ (‘‘pocket of water’’)

6 <other-event> OtherEvent ‘‘manifestacao’’ (‘‘manifestation’’)

7 <location-name> hasLocationName (names given by a gazetteer)

8 <both-directions> affectsBothDirections ‘‘nas duas direções’’ (‘‘in both directions’’) and ‘‘nos dois sentidos’’ (‘‘in both directions’’)

9 <direction> flowsTo ‘‘direcao’’, ‘‘sentido’’ (‘‘direction’’)

10 <reference> isReferenceFor ‘‘altura’’ (‘‘near’’), ‘‘perto de’’, ‘‘proximo de’’ (‘‘close to’’)

11 <restriction> isRestrictedTo ‘‘em’’ (‘‘in’’)

12 <co-reference> sameAs ‘‘no local’’ (‘‘in the area’’)

13 <event-time> hasEventTime ‘‘neste momento’’ (‘‘at this moment’’), ‘‘agora’’, (‘‘now’’), ‘‘em 1 hora’’ (‘‘in one hour’’)

14 <actor> hasActor ‘‘carro’’ (‘‘car’’), ‘‘onibus’’ (‘‘bus’’), ‘‘motocicleta’’ (‘‘motorcycle’’)

15 <G> ‘‘G’’ ‘‘bom’’ (‘‘good’’), ‘‘livre’’ (‘‘free’’)

16 <H> ‘‘H’’ ‘‘intenso’’ (‘‘intense’’), ‘‘com retencoes’’ (‘‘with retentions’’)

17 <S> ‘‘S’’ ‘‘lento’’, ‘‘lentidao’’ (‘‘slow’’), ‘‘parado’’ (‘‘stopped’’), ‘‘congestionamento’’ (‘‘congestion’’), ‘‘retencao’’ (‘‘retention’’)

18 <causes> causes ‘‘causou’’ (‘‘caused’’), ‘‘gerou’’ (‘‘generated’’), ‘‘ocasionou’’ (‘‘resulted in’’), ‘‘complica’’ (‘‘complicates’’)
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� <reference>: used to tag words and noun phrases, such as
‘‘altura’’, ‘‘perto de’’ (‘‘near’’) and ‘‘próximo de’’ (‘‘close to’’), which
indicate a reference location for the event;
� <restriction>: used to tag words, such as ‘‘em’’ (‘‘in’’), which

indicate a location that restricts the area affected by the event;
� <co-reference>: used to tag noun phrases, such as ‘‘no local’’ (‘‘in

the area’’), which indicate that the location of a second event is
the same as that of the first event.

Event time tag:

� <event-time>: used to tag words and noun phrases, such as
‘‘neste momento’’ (‘‘at this moment’’), ‘‘agora’’ (‘‘now’’) and ‘‘em
1 hora’’ (‘‘in one hour’’), which designate an event time.

Actor tag:

� <actor>: used to tag words, such as ‘‘carro’’ (‘‘car’’), ‘‘ônibus’’
(‘‘bus’’), ‘‘motocicleta’’ (‘‘motorcycle’’), which designate an actor
of a traffic event.

Traffic intensity tags:

� <G>: used to tag words such as ‘‘bom’’ (‘‘good’’) and ‘‘livre’’
(‘‘free’’);
� <H>: used to tag words and noun phrases such as ‘‘intenso’’

(‘‘intense’’) and ‘‘com retenções’’ (‘‘with retentions’’);
� <S>: used to tag words such as ‘‘lento’’ (‘‘slow’’), ‘‘lentidão’’

(‘‘slow’’), ‘‘parado’’ (‘‘stopped’’), ‘‘congestionamento’’ (‘‘conges-
tion’’), ‘‘retenção’’ (‘‘retention’).

Causal tag:

� <causes>: used to tag words, such as such as ‘‘causou’’
(‘‘caused’’), ‘‘gerou’’ (‘‘generated’’), ‘‘ocasionou’’ (‘‘resulted in’’),
‘‘complica’’ (‘‘complicates’’), which designate the causal relation
between traffic events.

3.2. Dependency trees

The relation extraction task refers to the problem of detecting
relations between the entities expressed in the tagged tweet. It
receives as input a tagged tweet T and returns a dependency tree
QT = (NT, ET), where NT is the set of tagged text elements of T and ET

is a set of arcs that indicate how the tagged text elements in NT are
related. We note that the relation extraction task actually
computes a tree QT, and not a generic graph, as further discussed
in Section 4.1.2.

Each line of Table 5 indicates the domain and range of a possible
relation between two classes of tagged text elements. For example,
Line 1 indicates that a tagged text element K whose tag is any of the
traffic event tags may be related to a tagged text element L whose
tag is <actor>. Note that the correspondence between pairs of
classes of tagged text elements and TEDO terms is somewhat more
complex than in Table 4, a point that will be illustrated in
Section 3.5.

3.3. Examples of tagged tweets and dependency trees

We illustrate the entity and relation extraction tasks with the
help of tweets in Portuguese, taken from ‘‘@odia24horas’’ [13] (a
translation is provided after the original text). As already
mentioned, Section 4 provides additional details about the
implementation of such tasks. At this point it suffices to observe
that these tasks are implemented as classifiers, trained over a
tweet corpus. In particular, we observe that the relation extraction
task almost always identifies the first location name that appears
in a tagged tweet as the primary location of the event and treats the
other location names as secondary locations. This is an intuitive
explanation of the observed behavior of the classifier that
implements the relation extraction task, after the training step
over a tweet corpus, and probably reflects the fact that the terms
(such as ‘‘direction’’) used to relate the primary location to a
secondary location in a tweet always refer to the primary location
before the secondary location. Likewise, the relation extraction
task almost always identifies the first event that appears in a tweet
as a cause for a second event, if present in the tagged tweet. Again,
this is an intuitive explanation of the observed behavior of the
relation extraction task and probably reflects the fact that the
terms (such as ‘‘cause’’) used to report an event as a cause for a
second event in a tweet always refer to the causing event before
the caused event.

Example 1.

Tweet: ‘‘Acidente entre 2 carros na Av das Américas na pista
sentido Grota Funda próximo ao número 19880’’



Table 5
Summary of the relations captured in a tweet dependency graph.

# Domain tag class Range tag class TEDO term

1 (Any of the traffic event tags) <actor> hasActor

2 (Any of the traffic event tags) <event-time> hasTime + hasEventTime

3 (Any of the traffic event tags) <causes> (inverse of causes)

4 <causes> (Any of the traffic event tags) causes

5 (Any of the traffic event tags) (Any of the traffic event tags) causes

6 (Any of the traffic event tags) <location-name> or <co-reference> hasPrimaryLocation + hasLocationName

7 <location-name> or <co-reference> <both-directions> affectsBothDirections

8 <location-name> or <co-reference> <direction> (inverse of flowsTo)

9 <direction> <location-name> flowsTo

10 <location-name> or <co-reference> <reference> isReferenceFor

11 <reference> <location-name> (inverse of isReferenceFor)

12 <location-name> or <co-reference> <restriction> (inverse of isRestrictedTo)

13 <restriction> <location-name> isRestrictedTo

14 <traffic> <G> hasTrafficIntensity

15 <traffic> <H> hasTrafficIntensity

16 <traffic> <S> hasTrafficIntensity

Fig. 3. The tweet dependency tree for the tweet of Example 1.
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Translation: ‘‘Accident between 2 cars at Av das Américas in
lane direction Grota Funda near number 19880’’
Date: 05/03/2012 07:07:01 (the timestamp the tweet was sent)

The entity extraction task generates the tagged tweet shown in
Fig. 2 from the tweet text. Intuitively, the entity extraction task
identifies an accident (‘‘Acidente’’), with one actor (‘‘2 carros’’ – not
treated as two separated actors in this case), and three location
names (‘‘Av. das Américas’’, ‘‘Grota Funda’’ and ‘‘número 19880’’). It
also identifies the direction of the traffic flow (‘‘sentido’’) that the
accident affects and a reference (‘‘próximo a’’) for the accident.

The relation extraction task then creates the dependency tree
shown in Fig. 3 from the tagged tweet. The numbers labelling the
arcs refer to the lines in Table 5; they are used for explanation
purpose only and are not part of the definition of the dependency
tree. The arc labeled with ‘‘1’’ indicates that the relation extraction
task relates N2 to N1 as per Line 1 of Table 5. As explained before,
the relation extraction task almost always considers the first
location that appears in the tweet as the primary location and
treats the other locations as secondary locations. Hence, the arc
labeled with ‘‘6’’ indicates that the relation extraction task relates
N2 to N3 as per Line 6 of Table 5. But the task relates N2 neither to N6

nor to N7. Rather, it relates N3 to N4 and N4 to N6 as per Lines 8 and
9. Likewise, it relates N3 to N5 and N5 to N7 as per Lines 10 and 11.

Example 2.

Tweet: ‘‘Interdição AvBrasil em Manguinhos complica trânsito
na LinhaAmarela’’
Translation: ‘‘Interdiction of AvBrasil in Manguinhos compli-
cates traffic in LinhaAmarela’’
Date: 24/03/2012 18:37:23 (the timestamp the tweet was sent)

The entity extraction task generates the tagged tweet shown in
Fig. 4 from the tweet text. Intuitively, the entity extraction task
identifies two traffic events (‘‘interdição’’ and ‘‘trânsito’’), three
location names (‘‘Av. Brasil’’, ‘‘Manguinhos’’ and ‘‘Linha Amarela’’),
a causal text element (‘‘complica’’) and a restriction (‘‘em’’).

The relation extraction task then creates the dependency tree
shown in Fig. 5 from the tagged tweet. The arcs labeled with ‘‘3’’
Fig. 2. Entities of Example 1 tweet.
and ‘‘4’’ indicate that the relation extraction task relates N1 to N2

and N2 to N3 as per Lines 3 and 4 of Table 5, based on the causal text
element. These two arcs indicate that the first traffic event is a
cause for the second event. Indeed, as explained before, the relation
extraction task almost always considers the first event to be a
cause for the other events that appear in the tweet text. The other
arcs of the dependency tree in Fig. 5 have explanations similiar to
those of the dependency tree of Fig. 3.

Example 3.

Tweet: ‘‘Queda de motociclista na pista central da AvBrasil,
altura de Bonsucesso sentido Centro trânsito é lento no local’’
Translation: ‘‘Motorcycle fall in the central lane of AvBrasil,
near Bonsucesso direction Centro traffic is slow in the area’’
Date: 26/03/2012 07:19:27 (the timestamp the tweet was sent)



Fig. 4. Entities of Example 2 tweet.

Fig. 5. The tweet dependency tree for the tweet of Example 2.
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The entity extraction task generates the tagged tweet shown in
Fig. 6 from the tweet text. Intuitively, the entity extraction task
identifies two traffic events (‘‘queda’’ and ‘‘trânsito’’), an actor
(‘‘motocicleta’’), three location names (‘‘Av Brasil’’, ‘‘Bonsucesso’’
Fig. 6. Entities of Ex

Fig. 7. The tweet dependency tree
and ‘‘Centro’’). It also identifies a restriction (‘‘altura de’’), a
direction of the flow (‘‘sentido’’), a traffic intensity (‘‘lento’’) and a
co-reference (‘‘no local’’).

The relation extraction task then creates the dependency tree
shown in Fig. 7 from the tagged tweet. The arc labeled with ‘‘5’’ tells
that the relation extraction task relates N2 to N3, as per Line 5 of
Table 5, to indicate that the first traffic event is a cause for the
second event. The arc labeled with ‘‘6’’ from N3 to N6 indicates that
the relation extraction task relates these two nodes as per Line 6 of
Table 5. Node N6 acts as a co-reference for the primary location of
the first event. The other arcs of the dependency tree in Fig. 7 have
explanations similiar to those of the dependency tree of Fig. 5.

3.4. Geocoding

The geocoding sub-task determines the coordinates of the
(named) locations described in a tweet, and indicates if the event
occurred in a two-way street, and in which direction.

This sub-task uses the tagged tweet as a parameter of the
SmartGeocode Algorithm [14]. This algorithm was built to
georeference the location of events, using geocoding and routing
services, from spatial descriptions commonly found in human
communication. The output of SmartGeocode is added to the
tagged tweet three tagged with < both-directions> and <location-
coordinates>, whose parent is either <primary-location> and
<secondary-location>.
ample 4 tweet.

 for the tweet of Example 4.



Fig. 8. RDF triples of the tweet in Example 1.

Fig. 9. RDF graph corresponding to the triples defined in Example 5.
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3.5. RDF generation

The RDF generation task translates a tagged tweet T and the
corresponding dependency tree QT into a set RT of RDF triples,
constructed using the TEDO vocabulary. The translation is
straightforward and will only be illustrated with an example.

Example 4. Using fictional IRIs, the RDF generation task translates
the tagged tweet and the dependency tree in Example 1 of
Section 3.3 to the triples in RDF/XML [15] shown in Fig. 8 (see
also Fig. 9 for the corresponding RDF graph).

In Fig. 8, each line indicates:

Line 1: a traffic event of the class Accident;
Line 2: an actor (‘‘2 carros’’) of the traffic event;
Line 3: the primary location of the traffic event;
Lines 4 and 5: secondary locations of the traffic event;
Line 6: the time of the traffic event;
Lines 10 and 11: the values of properties hasLocationName and
hasCoordinates of the primary location;
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Line 12: the secondary location, named ‘‘Grota Funda’’, defines
the flow of direction affected;
Line 13: the secondary location, named ‘‘Número 19880’’,
indicates a reference for the accident;
Lines 17 and 18: the values of properties hasLocationName and
hasCoordinates of the first secondary location;
Lines 22 and 23: the values of properties hasLocationName and
hasCoordinates of the first secondary location;
Line 27: the publication time of the tweet.

4. Implementation and experiments

This section first describes some implementation issues of the
entity extraction and the relation extraction subtasks and then
presents the results of the experiments carried out with a corpus of
real-world traffic tweets.

4.1. Tweet interpretation

4.1.1. Attributes used for entity extraction

The entity extraction subtask was implemented as a classifica-
tion process, adopting a machine learning approach. The objective
is to classify each text element of a tweet to a tag, as described in
Table 4. We first tokenize the tweet using the Web service called F-
EXT [16], which collects all the tokens from a sentence with their
morphosyntactic characteristics.

The names of these characteristics, followed by the correspond-
ing variable within parenthesis, used are listed bellow.

� Token (Wi) – the content of token Xi.
� Simple Token (SMWi) – the simplified content of token Xi (in

lower case, without any special characters and punctuation).
� Simplified Token (SWi) – the simplified content of token Xi (in

lower case, without any special characters, and removing letters,
punctuation or numbers of size 1).
� Part-of-Speech (POSi) – the part of speech of token Xi.
� Stemmed Word (STWi) – the root of the word present in token

Xi. For example, the root of ‘‘blocked’’ is ‘‘block’’.

These characteristics are used to define the features that
corresponds to the input variables of the classification method, and
they are:

� CurrT(X) – current token Xi.
� PrevT(X, N) – the Nth token before the current token X. (Usually,

we use N = 1 and N = 2.)
� NextT(X, N) – the Nth token after the current token X. (Usually,

we use N = 1 and N = 2.)
� CurrWSC – indicates whether Xi begins in upper-case and does

not have any other upper-case letter.
� LocType – indicates whether the lower-case Xi represents a

designation, that is, Xi 2 {av, ave, avenue, avenues, hwy, highway, r,
rd, road, roads}.

For the classification process, we used the SMO implementation
[17] of the SVM Family (available on Weka [18] version 3.6.5).
Among the several classifier that we tested, the SVM shows the
best results.

Example 5.

Tweet: ‘‘Rua São Clemente, em Botafogo, com trânsito bom na
altura do Consulado Português, na #zonasul’’
Translation: ‘‘São Clemente Street, in Botafogo, has good traffic
near the Portuguese Consulate, in #southarea’’
Let i = 3: (that is, the token ‘‘Clemente’’ of the text in
Portuguese). Then, the input features for the 3rd token of the
tweet that are given to the classifier correspond to:

� CurrT(Wi): Clemente
� CurrT(SWi): clemente
� CurrT(POSi): NAME
� PrevT(Wi, 2): Rua
� PrevT(POSi, 2): NAME
� PrevT(Wi, 1): São
� PrevT(POSi, 1): NAME
� NextT(Wi, 1):,
� NextT(POSi, 1):,
� NextT(Wi, 2): em
� NextT(POSi, 2): PREPOSITION
� LocType(i): NO
� CurrWSC(i): YES

For this example, the classifier output the tag <location-
name>.

4.1.2. Attributes used for relation extraction

The relation extraction subtask computes the tweet dependen-
cy tree GT of a tagged tweet T. To compute GT, each pair of tagged
text elements, K and L, is assigned a set of attributes, which is used
by a machine learning algorithm to learn about the nature of the
(possible) relations between K and L. The implementation first uses
the large margin structured perceptron [19] to compute a weight
for each edge. This algorithm builds a directed graph with
weighted edges; then it finds the Maximum Spanning Tree of
the directed graph to ‘‘discover’’ the relations.

The attributes of a node K of GT are:

� Word (W) – indicates the words of the text element in K.
� Simplified Word (SW) – the simplified words of the text element

in K.
� Ruler Entity (RE) – the named entity of K (if it is not a Relevant

Entity, POS is used).
� Named Entity (NE) – the named entity of K (ignored if it is not a

Relevant Entity).
� Punctuation (PUNCT) – indicates whether there is punctuation

in the text element of K.

The features used for relation extraction are:

� PossRel – indicates whether K and L may have a relation (as in
Table 5).
� ConcT (Y) – represents the concatenated words of the text

elements Yi and Yj respectively of K and L.
� BetT (Y) – represents all tokens obtained from the text elements

Yi and Yj respectively of K and L.
� NearT (Y, N) – represents all tokens in Yi�1, . . ., Yi�N, Yj�1, . . ., YjN,

Yi+1, . . ., Yi+N, Yj+1, . . ., Yj+N. It counts as a single attribute, separated
by character ‘‘_’’.
� AbsLocPair – indicates whether K and L have a relation, where

the tag of K is <restriction> and that of L is <location-name>;
otherwise, no value is used.
� MetaWithLoc – indicates whether K and L have a relation, where

the tag of K is <reference> or <direction> and that of L is
<location-name>; otherwise, no value is used.

Example 6. Consider the following tweet, with a pair of entities, Yi

and Yj, tagged with <location-name> (‘‘Rua São Clemente’’) and
<G> (‘‘bom’’).

Tweet: ‘‘Rua São Clemente, em Botafogo, com trânsito bom na
altura do Consulado Português, na #zonasul.’’



Table 7
Performance measures of the tagging task using a ten-fold cross-validation

procedure.

Tag Accuracy Precision Recall F-measure F-measure

Std. deviation

<accident> 95.25 98.66 96.16 97.37 4.74

<actor> 79.10 93.94 82.01 86.41 15.79

<both-directions> 92.18 93.75 95.00 94.31 15.03

<breakdown> 95.23 97.77 96.29 96.96 8.50

<causes> 82.93 94.41 86.34 89.75 10.40

<co-reference> 97.28 100.00 97.28 98.53 3.03

<direction> 93.68 99.76 93.82 96.53 4.74

<event-time> 56.99 62.28 62.70 61.80 35.79

<interdiction> 47.09 62.61 51.50 54.55 28.93

<location-name> 87.53 94.49 92.00 93.21 3.87

<other-event> 49.60 75.99 54.27 60.44 28.01

<reference> 93.91 99.14 94.66 96.78 2.88

<restriction> 91.87 100.00 91.87 95.02 9.70

<traffic> 90.84 96.98 93.22 95.00 4.62

<weather-condition> 75.76 84.72 81.19 82.22 23.38

<G> 75.46 89.35 80.11 84.01 15.89

<H> 87.95 96.54 90.00 93.07 7.82

<S> 88.94 95.09 90.53 92.59 14.78
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Translation: ‘‘São Clemente Street, in Botafogo, has good traffic
near the Portuguese Consulate, in #southarea.’’

Let i = 4 and j = 1.

� PossRel: PR_YES
� Conc (NE): <G>_<location-name>
� ConcT (SW): trânsito bom_Rua São Clemente
� BetT (RE): <restriction> <location-name>, PREPOSITION
� BetT (W): em Botafogo, com
� NearT (RE, 3): <restriction>_<location-name>PREPOSITION_,

PREPOSITION_<reference>PREPOSITION
� NearT (SW, 2): com__ em_a_ _ _em_
� NearT (NE, 2): <location-name>_<restriction>_<reference>_
<location-name>_
� AbsLocPair: _<restriction>_<location-name>_

4.2. Results

We selected 690 traffic-related tweets, extracted from ‘‘@odi-
a24horas’’ [13] and ‘‘@operacoesrio’’ [20] sampled in a period
extended from March 1st, 2013 to April 30th, 2013. We manually
constructed a corpus with the corresponding tagged tweets. These
data sources publish news only about Rio de Janeiro, most of them
(around 90%) traffic related, and use a rather formal style, without
many idioms or typically web-related language uses.

Recall that the accuracy, recall, precision and F-measure of a
classification task are defined as follows:

Precision ¼ T p

ðT p þ F pÞ

Recall ¼ T p

ðT p þ FnÞ

Accuracy ¼ ðT p þ TnÞ
ðT p þ Tn þ F p þ F pÞ

F-measure ¼ 2 � Precision � Recall

Precision þ Recall

where the variables Tp, Fp, Tn and Fn are defined as in Table 6.
We applied a ten-fold cross-validation procedure to evaluate

the performance of the entity extraction sub-task. Recall that this
procedure divides the corpus in 10 equally sized parts and
performs 10 tests. In each test, one part is separated for the
performance evaluation and the remaining 9 parts are used for
training. Table 7 shows the results of the performance measures
using the ten-fold cross-validation procedure. Note that the
proposed tagging method had accuracy higher than 70% in the
majority of the cases.

Finally, the performance of the relation extraction sub-task was
evaluated on a corpus of 200 tagged tweets, manually annotated
according to the TEDO ontology. We obtained a mean accuracy of
73%, with a standard deviation of 13.82%.
Table 6
Result classification used on the performance measures.

Variable Result Annotation Classification

Tp Positive Positive True positive

Fp Positive Negative False positive

Tn Negative Positive False negative

Fn Negative Negative True negative
5. Related work

Proactive behavior provided the basic motivation for the
automated traffic-related tweet interpretation tool described in
this paper. Proactive computing is investigated, for example, in
[1,21,22].

The development of the TEDO domain ontology adopted
concepts from several references. Events, according to Sowa [5],
describe discrete changes that occur in processes. Kaneiwa et al. [6]
distinguished between events and objects and considered that
events have instances. Kaneiwa et al. [6] also defined several types
of relations between events: causal, temporal or spatial. Worboys
and Hornsby [7] introduced geospatial and spatiotemporal
relations between events. TEDO borrows the notion of event from
these references and models traffic as a process characterized by
inter-related discrete events.

The literature offers examples of domain ontologies specifically
designed for traffic-related applications. Yue et al. [8] defined an
ontology to model traffic accidents to facilitate interoperability
between traffic management systems. Wang and Wang [9]
introduced the TADO ontology (Traffic Accident Domain Ontology)
to enable semantic search over traffic accident databases. TEDO
borrowed some concepts from these two traffic accident ontol-
ogies, specifically we extended traffic accidents modeled in TADO
with other types of traffic events.

The automated interpretation of tweets has been extensively
covered in the literature. In what follows, we focus on a few
references that are closely related to our traffic-related interpre-
tation tasks, starting with the problem of extracting and geocoding
the location of a traffic event reported in a tweet.

Sakaki et al. [23] analyzed tweets with respect to the relevance
of their content and spatiotemporal information. The analysis of
the spatial aspect considered only the registered location (the
position of the GPS enabled device when the tweet was sent). The
authors explored, as use cases, the problems of estimating the
location of an earthquake center and the trajectory of a typhoon.
The authors supposed that the registered location was near to the
location of the reported event.

Earle et al. [24] introduced a model for earthquake detection.
Event detection was based on the increasing rate of earthquakes
tweets. Tests were performed over downloaded tweets containing
the words earthquake, and its translation in other languages, that
were collected during four months. The event location was inferred
either from the registered location of the tweet or by using the
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Google Maps Geocoding Service to geocode the location name
stored in the user profile. However, because the geocoding of
location names is not as precise as for addresses, the use of the
location name stored in the user profile may not lead to accurate
results.

MacEachren et al. [25] handled a missing registered location by
considering the location name stored in the user profile, a place
reference extracted from the tweet content or a hashtag associated
with a place. Predefined keywords and phrases were selected to
refine queries on tweets. The resulting tweets were then analyzed
and the extracted locations were geocoded using GeoNames. As an
example of an application, the authors analyzed tweets to outline
the role of one church to organize relief efforts to help victims of
the Haitian earthquake.

Chen et al. [26] adopted a rule-based tagger to extract potential
place names from a given text and to match the extracted names
against a location database. Borges et al. [27] used predefined
patterns to extract addresses from Web pages using a set of regular
expressions.

The implementation described in Section 4 adopts a strategy
similar to that of Ref. [25] to extract and geocode the location of a
traffic event directly from the tweet text. Indeed, unlike the
applications covered in Refs. [23,24], neither the registered
location of the tweet nor the location name stored in the user
profile proved to be useful to infer the location of a traffic accident
in the traffic-related tweet corpus we analyzed. Using a set of
regular expressions, as in Refs. [26,27], to extract the location of a
traffic-related event from the tweet text also proved not be
effective in the traffic-related tweet corpus we considered.

The tagging described in Sections 3.1 and 4.1.1 is closely related
to the familiar named entity recognition (NER) task [12]. Ritter
et al. [28] proposed an entity recognition approach for tweets,
calling attention to idioms used in the Internet. Jung [29] also used
tweets as a case study. As a reference close to the problem
addressed in this paper, we may quote Carvalho et al. [30], which
addressed the problem of classifying tweets that indicate the
occurrence of traffic-related events, using machine-learning
techniques over a dataset with traffic-related and non-related
messages.

The tweet structuring described in Sections 3.2 and 4.1.2 is in
turn similar to the relation extraction problem. The most
successful approaches to address this problem apply supervised
Machine Learning to construct classifiers using features extracted
from hand-labeled sentences of a training corpus [31–34]. To
address the scalability problem in relation extraction frameworks,
weak supervision methods were introduced, based on the idea of
using a database with structured data to heuristically label a text
corpus. For example, Bellare and McCallum [35] used BibTex
records to train a CRF extractor for 12 bibliographic relations. Wu
and Weld [36] used weak supervision to learn relations from the
articles, using Wikipedia infoboxes as a database of relation
instances. Wu and Weld [37] extended this strategy by using
smoothing over an automatically generated infobox taxonomy.
Mintz et al. [38] coined the term distant supervision to replace the
term weak supervision. They applied Freebase facts to create
relation extractors from Wikipedia, achieving an average precision
of approximately 67.6% for the top 100 relations.

The tool described in Section 4 adopts Machine Learning
techniques to implement the entity and relation extraction tasks.
Although structuring raw text data and extracting relevant
information is a non trivial task, as already observed, tweets that
describe traffic-related events and that are distributed by
government agencies or by news agencies use a much more
regular and well-behaved prose than generic user-generated
tweets. This characteristic facilitated automating their interpreta-
tion and achieving high precision and recall. However, as discussed
in Sections 4.1.1 and 4.1.2, the high precision and recall were only
obtained by: (1) the selection, after extensive testing, of adequate
classification algorithms (the SMO implementation [17] of the
SVM Family, available on Weka [18] version 3.6.5, for the entity
extraction task, and the large margin structure perceptron, for the
relation extraction task [19]); (2) a careful attribute engineering;
and (3) an adequate training of the classification algorithms, using
a supervised approach and an appropriate hand-labelled tweet
corpus. Also, the extraction of the tokens from each tweet text and
the definition of the morphosyntactic characteristic of each token
benefited from the use the F-EXT Web service [16].

Finally, the RDF generation task proved to be far simpler than
the generic problem of translating natural language to RDF. Indeed,
we do not directly translate the tweet text to RDF, but rather we
first transform the tweet into a tagged tweet and a dependency
tree, which then almost directly induce the set of RDF triples that
represent the tweet, as the example in Section 3.5 illustrates.

6. Conclusions

In this paper, we concentrated on the task of interpreting traffic-
related tweets distributed by traffic authorities and news agencies.
The result of the interpretation of a tweet is expressed as a set of RDF
triples, which uses a specific domain ontology, called TEDO, that
models traffic-related situations as events, composed of actors,
locations and timestamps. The main contribution of the paper is an
automatic tweet interpretation tool, based on Machine Learning
techniques, that achieves good performance for traffic-related
tweets. The tool explores the fact that such tweets have a fairly
regular and simple syntactical structure, not observed in user-
generated tweets. In particular, given a traffic-related tweet, the tool
uses named-entity recognition techniques to identify the location of
the event the tweet describes and relation extraction methods to
capture relations between the components of the event. Finally, we
described in detail experiments with real traffic-related tweets,
which indicate that the tool achieves high precision and recall.

The motivation for the work reported in this paper was a
prototype application designed to monitor truck fleets, which
includes the tool. The application has been deployed to monitor a
medium-size truck fleet (about 500 trucks), operated by a liquid
gas distribution company, and a large truck fleet (about
5000 trucks), operated by a fuel distribution company. In addition
to cost reduction and better fleet management, the application
helped improve customer satisfaction by increasing the accuracy
of the predicted time-of-delivery, a crucial aspect both for the
customers of the liquid gas distribution company and for the gas
station owners, served by the fuel distribution company.

In future developments, we plan to include a minimum
classification for the actors involved in a traffic event to try to
infer the severity and therefore the duration of the event. For
example, accidents involving victims, typically pedestrians and
motorcycle drives, or multiple vehicles, have a higher severity. In
addition, we plan to extend the tool reported in this paper to
languages other than Portuguese, since we have strong reasons to
believe that the proposed methodology should work for different
languages, since it is ultimately based on a POS tagger that proved
to be efficient for a variety of languages [16].
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