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ABSTRACT

We have considered the problem of the choice of the
minimum-gradient support (MGS) parameter in focused in-
version for time-lapse (TL) electric resistivity tomography.
Most existing approaches have relied either on an arbitrary
choice of this parameter or one based on the prior informa-
tion, such as the expected contrast in the TL image. We
have decided to select the MGS parameter using a line
search based on the value of the TL data root-mean-square
misfit at the first iteration of the nonlinear inversion pro-
cedure. The latter was based on a Gauss-Newton scheme
minimizing a regularized objective function in which the
regularization functional was defined by the MGS func-
tional. The regularization parameter was optimized to
achieve a certain target level, following the Occam princi-
ples. We have validated our approach on a synthetic bench-
mark using a complex and heterogeneous model and
determined its effectiveness on electric tomography TL
data collected during a salt tracer experiment in fractured
limestone. Our results have determined that the approach
was successful in retrieving the focused anomaly and
did not rely on prior information.

INTRODUCTION

Time-lapse (TL) electric resistivity tomography (ERT) is being
increasingly used to monitor subsurface processes. In particular,
TL measurements have been used to study groundwater flow
and solute transport (Kemna et al., 2002; Doetsch et al., 2012),
moisture content (Oberdörster et al., 2010), vadose zones (Koestel

et al., 2008), permafrost (Krautblatter et al., 2010), infiltration
(Slater et al., 2010), seawater intrusion (Ogilvy et al., 2009),
and, more recently, geothermal systems (e.g., Hermans et al.,
2015). Interpretations from TL surveys are generally drawn with
respect to the changes in the system from a reference state. Given
the nonlinear forward operator fðÞ, which maps a model of resis-
tivity, represented by a vectormk, to the observable data, resistance,
or log resistance values, represented by a vector dk, we are inter-
ested in finding TL changes mk −m0 at all times k, such that

fðmkÞ ¼ dk þ ek; (1)

where the superscript k ¼ 1; 2; : : : ; K represents the time index, 0
refers to the reference or baseline state, and k refers to the
monitor state. The vector ek accounts for the data noise and mod-
eling errors typically due to inadequate parameterization and/or
limitations in discretization. Although systematic errors may be
canceled though the data difference approach, random errors, if
fully independent, will increase by a factor of

ffiffiffi
2

p
when dif-

ferenced.
Different inversion approaches have been proposed to invert TL

data ranging from the subtraction of two separately inverted models
(Ramirez and Lytle, 1986) to spatiotemporal regularization (Brooks
et al., 1999; Day-Lewis et al., 2002; Kim et al. 2009; Karaoulis et al.,
2011; Singha et al., 2015). Incorporation of temporal information or
working with data variations improves TL imaging. Regularization
(Tikhonov and Arsenin, 1977; Zhdanov, 2002) remains one of the
most popular solutions to solve TL inverse problems having a large
number of parameters. The inverse problem is then generally treated
as an optimization problem in which a properly designed stabilizing
functional is minimized, typically using a Gauss-Newton scheme,
under the condition that the chi-squared measure of the data misfit

Ψdðdk;mkÞ ¼ P
N
i

jdki−fki ðmÞj2
jεki j2

, with N data points and data error εi,
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reaches an adequate level corresponding with the a priori degree of
uncertainties of the data and the model as follows:

ΨðmkÞ ¼ Ψdðdk;mkÞ þ λΨmðmkÞ; (2)

where λ is the regularization parameter. The choice of the model
functional ΨmðmkÞ in the objective function shapes the character-
istics of the inverted model. The widely used smoothness constraint
is defined by the functional (de Groot-Hedlin and Constable, 1990)
in the following equation:

ΨmðmkÞ ¼
Z

k∇ðmkÞk2dv: (3)

The minimum-gradient support (MGS) functional (Portniaguine
and Zhdanov, 1999) can be used to produce sharp images when
needed (Robinson et al., 2015):

Ψm;MGS ¼
Z

∇ðmkÞ · ∇ðmkÞ
∇ðmkÞ · ∇ðmkÞ þ β2

dv: (4)

Such a functional requires the definition of an additional param-
eter β. It is a critical parameter that controls the sharpness of the
resulting image. One of the difficulties in applying this regulariza-
tion remains the choice of β in equation 4, in addition to the choice
of λ in equation 2. Most approaches are based on one of the follow-
ing: synthetic tests (Blaschek et al., 2008); stability requirements
(Zhang et al., 2012); arbitrary choices, for example, related to ma-
chine precision (Portniaguine and Castagna, 2004; Vignoli et al.,
2015); prior information (Fiandaca et al., 2015); the mean value
of model parameter gradients (Rosas Carbajal et al., 2012); or
by choosing a value in the neighborhood of the maximum curvature
point of the model functional over a range of β values for the refer-
ence model (Zhdanov and Tolstaya, 2004). To address possible
trade-offs between the regularization parameter and the MGS
parameter, approaches such as the generalized L-curve for joint
parameter selection could also be used (Belge et al., 2002).
The use of MGS regularization to TL changes in ERT will not

only limit the occurrences of temporal changes in electric resistivity
but also restrict the variations of these changes inside the different
spatial zones. It is therefore appealing when sharp changes are ex-
pected. There is a growing number of applications and develop-
ments of the MGS regularization for TL studies (Ajo-Franklin
et al., 2007; Kim and Cho, 2011; Rosas Carbajal et al., 2012). How-
ever, similar to static applications, there are many different ap-
proaches to select the MGS parameter β. Such diversity hinders
the spread of usage of the MGS functional for TL changes and im-
pacts the robustness of the approach.
We here propose to select the MGS parameter β by minimizing

the TL data misfit during the first iteration of the inversion process.
This approach has the advantages over existing methodologies to
rely only on the data and not on the prior knowledge of model
parameters except for model sharpness. It is therefore robust and
flexible. We validate our approach on a synthetic case, and we dem-
onstrate it on field data collected during a salt tracer test in fractured
limestone using a background data set and one TL data set.

INVERSION METHOD

The code used here to invert the ERT data is CRTOMO (Kemna,
2000). It uses a Gauss-Newton scheme to minimize iteratively an
equation of the form of equation 2, based on a finite-element (FE)
forward solver. The inverted parameters m are the log values of the
electric conductivities of the elements of the FE mesh, and the in-
verted data d are defined as the log values of the measured resis-
tances. The different model constraints (e.g., equations 3 and 4) can
be applied on the TL changes mk −m0. When working with TL
data, the data misfit of equation 2 is defined in terms of the temporal
data changes dk − d0 (LaBrecque and Yang, 2001) as follows:

ΨdðdK;mKÞ ¼ kWd½ðdk − d0Þ − ðfðmkÞ − fðm0ÞÞ�k2; (5)

where Wd is the data-weighting matrix. The initial regularization
parameter λ of equation 2 is estimated from the mean row sums
of the matrix JTWd

TWdJ, where J is the Jacobian matrix to balance
the role of data misfit and regularization when solving the resultant
normal equations; λ is then optimized at each iteration step to de-
crease the root-mean-square (rms) of the error-weighted data misfit
εrmsðmÞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

Ψd∕N
p

for N given data. The iteration process is
stopped when the rms value of the error-weighted data misfit
reaches the value of one, for a maximum possible value of λ.
The latter aspect is important to actually fulfill the optimization cri-
terion (model functional minimum, subject to fitting the data) and to
ensure that all data are fit to the same level when comparing differ-
ent inversion results of the same data set. Note that some authors
found that differencing the data could be difficult to achieve in prac-
tice, in particular, if electrodes cannot stay in place (Miller et al.,
2008). In such a case, the minimum support functional could still
be used together with a standard data misfit instead of the one of
equation 5.
The MGS parameter β is estimated by selecting the one that min-

imizes the TL data misfit at the first iteration of the inversion proc-
ess, whereas the regularization parameter is at its initial value, i.e.,
before optimization of λ. This is achieved by performing a line
search. The selected MGS parameter β is then kept constant in
the iterative procedure. Although the inverse problem is nonlinear,
we may reasonably assume that the background model is relatively
close to the solution and that the problem is only weakly nonlinear.
Estimating the MGS parameter β during the first iteration can there-
fore be justified by the TL nature of the data set and inversion. It is
also a very convenient procedure computationally.

VALIDATION ON NUMERICAL MODEL

The numerical benchmark corresponds to bedrock overlaid by a
loamy layer (Figure 1a). The FE model has 2430 rectangular ele-
ments. The reference state has a heterogeneous conductivity distri-
bution (the bedrock ranges from 100 to 300 Ωm, and the top layer
ranges from 10 to 60 Ωm), as will generally be the case in field
applications, and the topography is also included. We seek to re-
cover a local anomaly in resistivity (−50%) that mimics a salt tracer
that flows through a fracture network (Robert et al., 2012). The
anomaly is sharp, slightly dipping, and focused (3 m wide and
9 m high) at a depth of 10 m and extends downwards to approx-
imately 20 m (Figure 1c). The electrode setup consists of 72 electro-
des at the surface with spacing of 3 m between adjacent electrodes
(the length of the electrode layout is 213 m). The simulated data
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acquisition scheme is dipole-dipole with a maximum n factor (di-
pole separation in units of dipole lengths) of six and an a factor
(dipole length in units of electrode spacing) ranging from one to
nine leading to 1225 data points altogether. For the inversion,
we use a uniform data weight (constant data error of 0.1, corre-
sponding to a 0.1% resistance error) in equation 5 and uncontami-
nated data.
Smoothness-constraint inversion results for the reference state

and TL changes produce the results shown in Figure 1b and 1d.
All inversions converged on the basis of the criteria as detailed
above. As can be seen from the reference model, the inversion re-
sults allow detection of the two layers but fails to recover the small
resistivity contrast within the bedrock in which the preferential
pathways are located. In addition, the topography of the bedrock
is not perfectly delineated. For the TL results, the anomaly due
to the conductive synthetic salt tracer is detected, but the size is
largely overestimated due to the regularization and optimization
of λ, and it is not possible to recognize the true shape of the
anomaly, i.e., the dip of the fracture zone. In addition, the resistivity
contrast of the anomaly is underestimated by one order of magni-
tude. Otherwise, there are few artifacts in the TL changes due to the
smoothness constraint applied to the model changes and because
the data are not overfitted.

MGS TL inversion

The MGS TL inversions are performed by ap-
plying equation 4 to the TL changes mk −m0.
The impacts of varying the MGS parameter on
the resulting TL images are shown in Fig-
ure 1f–1k. The selection of parameter β is shown
in Figure 1e. We note that for β below 10−6, the
inversion fails to converge, and for β greater than
one, the inversion converges towards the smooth-
ness-constraint results (Figure 1d). The selected
value of β (10−4, Figure 1h), corresponding to the
minimum of the TL data misfit after the first iter-
ation step, yields TL model changes that are
closer to the benchmark (compare Figure 1c
and 1h). Inversion artifacts remain present and
are mainly related to overshooting in areas with
higher contrast typical in geophysical imaging
(LaBrecque et al., 1996; Friedel, 2003; Rosas
Carbajal et al., 2012; Aster et al., 2013). How-
ever, these artifacts have a contrast of less than
5% and are smaller than for other β values.
The resistivity contrast of the recovered anomaly
is within one order of magnitude (−15%) but still
underestimated (−50%). This is a consequence
of the limited resolution of ERT at this depth rel-
ative to the size of the anomaly. Qualitatively, the
position and, importantly, shape of the anomaly
are much better recovered.

FIELD APPLICATION

Experimental setup

We present the analysis and imaging results
for data collected during a salt tracer test in Ha-

velange, Belgium. The objective of the ERT monitoring was to
detect preferential flow paths in a fractured/karstified aquifer
(Figure 2a and 2b) at a moderate depth (up to 20 m). A detailed
description is given by Robert et al. (2012). To characterize the frac-
ture zone, a salt solution (NaCl, at 154 g∕l) was injected for 4 h
(500 l∕h) at a depth between 16.4 and 20 m using a well packer
to constrain salt migration into a known fractured area (Figure 2b;
see also Robert et al. [2011] for further details). The water table
remained constant at a depth of 11.38 m during the experiment
(Robert et al., 2012). The electric conductivity of groundwater
before injection was measured in the well at approximately
0.52 mS∕cm. The injected solution containing the salt tracer had
an electric conductivity of approximately 147 mS∕cm for a salt con-
centration of 154 g∕l achieving a theoretical contrast ratio of 282.
Dilution in the well already lowered this ratio to approximately 150.
The monitoring ERT line was composed of 72 electrodes spaced

by 3 m and located 15 m away from the injection well (Figure 2a).
Robert et al. (2012) estimate the depth of investigation at approx-
imately 30 m. Measurements were carried out with a dipole-dipole
configuration with a ranging from one to nine electrode spacings
(dipole length) and n ≤ 6 (dipoles separation) using an IRIS
SYSCAL PRO device. Data error was estimated using reciprocal

Figure 1 Synthetic modeling results. (a) Background model benchmark, (b) inverted
backgroundmodel with smoothness constraint, (c) TLmodel changes benchmark, (d) in-
verted TL model changes using smoothness constraint on the model changes, (e) selec-
tion of the MGS parameter β; the corresponding images (f-k) are indicated next to each
point. Panels (f-k) show inverted TL model changes using MGS for different values of
MGS parameters. Background model values are given as log10 of resistivity in Ωm in
panels (a and b), and TLmodel resistivity changes are given in percentage in panels (c, d,
and f-k).
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measurements for the background state and after finishing the tracer
test (Robert et al., 2012), and a uniform data weight (constant data
error of 0.1, corresponding to a 0.1% resistance error) was used for
the TL data misfit in equation 5.
The reference image of profile P1 (Figure 2c) exhibits mainly two

different layers. The top one corresponds to clayey loam with values
up to 80 Ωm. This unit composes a 5 to 10 m thick overburden and
a weathered part of the limestone bedrock. The second layer below
shows resistivity values from 100 to 320 Ωm that reflect the satu-
rated and fractured limestone bedrock. The result of the inversion of
the TL data using a smoothness constraint on the TL model changes
collected 8 h after injection displays a large negative anomaly
(−6%) (Figure 2d). Given the nature of the bedrock (Figure 2b),
the diffuse nature of the inverted anomaly is considered to be pri-
marily the result of the regularization, and a more adapted regulari-
zation scheme is therefore desired to fine-tune the results.

MGS TL inversion

The MGS TL inversion results are shown in Figure 2f–2j together
with the selection of the corresponding MGS parameter β (Fig-
ure 2e). For values of less than 10−5, the inversion fails to converge.
For β equal to 10−1, the reconstructed anomaly is relatively similar

to the one produced by the standard smoothness-constraint differ-
ence inversion (compare Figure 2d and 2j). For the lowest value of
the MGS parameter, many artifacts appear at depth (Figure 2f). If
we select the β value (10−4) corresponding to the minimum TL data
misfit after the first iteration, the result shown in Figure 2g is ob-
tained. The latter has much fewer artifacts and reveals a focused
anomaly of greater contrast (−40%) than the smoothness-constraint
TL model changes. Artificial positive resistivity changes remain
close to the anomaly with physically reasonable resistivity changes.

CONCLUSIONS

In this study, we have proposed a data-driven selection procedure
to select the MGS parameter value in MGS inversion of TL ERT
data. Compared to other approaches, which rely on a choice of the
MGS parameter based on prior knowledge or synthetic test cases,
our selection strategy does not require prior information and relies
on data misfit only. The conducted synthetic study validates the
ability of the proposed approach to select the MGS parameter
and successfully demonstrates the recovery of a notoriously chal-
lenging target. The similarity between the field case and the syn-
thetic study provides confidence in the results obtained by the
MGS inversion. Comparison with the standard smoothness-con-

strained difference inversion results also provides
clear indication of the global position and sign of
resistivity changes of the anomaly but not
its shape.
Our results are dependent on the regularization

parameter optimization strategy. The algorithm
that we used seeks to fit the data within a certain
noise level for a maximum value of the regulari-
zation parameter λ. Not all inversion software
and codes are implemented this way. However,
the selection of the MGS parameter β is made
at the first iteration of the inversion; this value
is fixed in subsequent iterations, and the inver-
sion results obtained with standard smoothness
constraint versus MGS are therefore compared
on a fair basis using the same stopping criterion.
Although the inverse problem is nonlinear, our
hypothesis is that the problem is only weakly
nonlinear because we seek for a solution rela-
tively close to the background model. Estimating
the MGS parameter β during the first iteration
can therefore be justified by the TL nature of
the inversion. It is also a convenient procedure
computationally.
The MGS regularization should be viewed as a

fine-tuning tool to further improve observations
already obtained with standard inversion ap-
proaches, such as the smoothness constraint.
The MGS is relatively prone to the creating of
artifacts and sensitive to the data weights, i.e.,
the description of data errors, in the inversion.
Future work should focus on further validating
the approach for different types of geophysical
data, including TL series and more complex
changes, and where relatively little prior knowl-
edge is required.

Figure 2. Results from field data. (a) Injection well and setup, (b) nearby outcrop of the
fractured limestone, (c) background model (smoothness constraint), (d) inverted TL
model changes using smoothness constraint on the model changes, (e) selection of
the MGS parameter β, the corresponding images (f-j) are indicated next to each point.
Panels (f-j) show inverted TL model changes using MGS for different values of MGS
parameters. Background model values are given as log10 of resistivity inΩm in panel (c),
and TL model resistivity changes are given in percentage in panels (d and f-j).
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