Effects of rater bias and assessment method on disease severity estimation with regard to hypothesis testing
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The effects of bias (over- and underestimates) in estimates of disease severity on hypothesis testing using different assessment methods was explored. Nearest percentage estimates (NPE), the Horsfall–Barratt (H-B) scale, and two linear category scales (10% increments, with and without additional grades at low severity) were compared using simulation modelling to assess effects of bias. Type I and type II error rates were used to compare two treatment differences. The power of the H-B scale and the 10% scale were least for correctly testing a hypothesis compared with the other methods, and the effects of rater bias on type II errors were greater over specific severity ranges. Apart from NPEs, the amended 10% category scale was most often superior to other methods at all severities tested for reducing the risk of type II errors. It should thus be a preferred method for raters who must use a category scale for disease assessments. Rater bias and assessment method had little effect on type I error rates. The power of the hypothesis test using unbiased estimates was most often greater compared with biased estimates, regardless of assessment method. An unanticipated observation was the greater impact of rater bias compared with assessment method on type II errors. Knowledge of the effects of rater bias and scale type on hypothesis testing can be used to improve accuracy and reliability of disease severity estimates, and can provide a logical framework for improving aids to estimate severity visually, including standard area diagrams and rater training software.
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Introduction

The assessment of disease severity (the proportion of a plant unit diseased) is a basic need in many studies in plant disease epidemiology (Madden \textit{et al.}, 2007). Moreover, accurate estimates of disease severity are important for predicting yield loss, for testing treatment (e.g. chemical, biological) efficacy, for assessing crop germplasm for disease resistance, and for understanding fundamental biological processes including coevolution (Bock \textit{et al.}, 2010b). Estimates of disease severity are most often made visually, but must be accurate and reliable. Here ‘accuracy’ is defined as it is used in measurement science as the closeness of the estimate to the true value, and ‘reliability’ is the extent to which the same estimate obtained under different conditions yields similar results (Madden \textit{et al.}, 2007). If inaccurate or unreliable disease assessments are obtained, this might lead to faulty conclusions being drawn from the data, which in turn might lead to incorrect actions being taken in disease management (Bock \textit{et al.}, 2010b).

There is a growing body of literature comparing different methods for estimating disease severity based on empirical studies (Forbes & Korva, 1994; Nita \textit{et al.}, 2003; Bock \textit{et al.}, 2008a,b, 2009a, 2013a,b; Bardsley & Ngugi, 2013). Although Forbes & Korva (1994) were the first to use simulation to study aspects of disease assessment, only recently has simulation modelling of disease assessment been used to understand the impacts on hypothesis testing, thereby providing a basis to compare the assessment methods quantitatively (Bock \textit{et al.}, 2010a; Chiang \textit{et al.}, 2014). Hypothesis testing requires that the collected data be sufficiently accurate to reject the null hypothesis ($H_0$) when $H_0$ is false, or conversely, to accept $H_0$ when there are no treatment differences. Failure to reject $H_0$ when $H_0$ is false results in commission of a type II error, while rejection of $H_0$ when $H_0$ is true results in commission of a type I error. Type II errors have been reported where different methods have been used to compare treatments (Todd & Kommedahl, 1994; Bock \textit{et al.}, 2010b; Chiang \textit{et al.}, 2014), resulting in discrepancies in means separation ranking (Christ, 1991; Todd & Kommedahl, 1994; Parker \textit{et al.}, 1995), and in analysis of the relationship of disease to yield (Vereijssen \textit{et al.}, 2003; Danielsen & Munk, 2004). In addition, it is important to note that there is a theoretical possibility that raters could inadvertently commit a type I error. Type II and type I errors might arise from inaccurate data.

The Bock \textit{et al.} (2010a) and Chiang \textit{et al.} (2014) studies simulated and compared the performance of nearest
percentage estimates (NPEs) with the performance of different category scales based on a known disease assessment distribution developed from estimates of actual values over a range of known disease severities. However, the issue of bias (over- and underestimation) and how it might impact hypothesis testing was not addressed in either study. Furthermore, the data in Bock et al. (2008a,b) used in the two simulation-study articles are based on a sample of 210 citrus canker-diseased grapefruit leaves with a range of disease severity from 0 to 60%, thus precluding investigation of the effects of error at severities >60%. In many plants, foliar diseases are most often present at severities <50–60% (Kranz, 1977) (leaves often abscede if disease becomes too severe, making it difficult to obtain samples with severity >50%), so the data presented is of great value to the range of disease most often observed in the field for many pathosystems. However, there are several important pathogens that regularly cause severity of disease >50% (e.g. late blight of potato and tomato, cereal rusts; Peterson et al., 1948; Forbes & Korva, 1994; Corrêa et al., 2009; Duarte et al., 2013). Thus it behooves phytopathologists to explore the effects of rater error over the full range of disease severity from 0 to 100%.

There is a widespread tendency to overestimate disease severity at low actual severities (<10%) (Sherwood et al., 1983; Bock et al., 2010b). Furthermore, Forbes & Jeger (1987) found that estimation of severity when due to fewer larger lesions was less error prone compared to estimation of severity when disease was due to numerous small, random or uniformly distributed lesions. Overestimation of disease severity has tremendous ramifications for epidemiological studies when projecting yield loss, where disease progress is measured based on estimates of disease severity. Furthermore, rater bias resulting in overestimates of actual disease severity may adversely affect advances in plant breeding programmes as well (Sherwood et al., 1983). Bock et al. (2010b) hypothesized a possible additional reason for rater overestimation at low disease severity: it is not possible to estimate a disease severity <0%, thus all estimates at low disease severity (at least up to 5–10%) experience an invisible ‘barrier’ (i.e. 0%) to underestimation, yet no ‘barrier’ to overestimation. However, the cause of overestimation at any severity does not appear to have been fully explored, although the effect is now well recognized (Amanat, 1976; Sherwood et al., 1983; Beresford & Royle, 1991; Forbes & Korva, 1994; Bock et al., 2008b, 2009b). Also, estimates close to 100% are constrained by a possible maximum, so it follows that there is likely to be a tendency to underestimate at severities approaching 100% (El Jarroudi et al., 2015), although this has not been explored previously. Thus, considering these inherent tendencies, it is particularly relevant to explore the effects of bias on hypothesis testing when using different assessment methods to estimate disease severity.

The occurrence of disease symptoms in some pathosystems at severities in excess of 50% is a compelling reason to investigate the effects of assessment methods over the full severity range from 0 to 100%. Thus, in this study, a data set of rater estimates and actual measured values of septoria leaf blotch (SLB, caused by *Zymoseptoria tritici*) severity on winter wheat spanning the range 0 to 100% was used. The data set was previously described in the development of a decision support system for fungicide application (El Jarroudi et al., 2009, 2012a,b, 2015). To the best of the authors’ knowledge, no previous study has comprehensively defined the characteristics of assessment from 0 to 100%, although some limited information is available on estimation in this range (Hau et al., 1989; Forbes & Korva, 1994). Bock et al. (2010a) and Chiang et al. (2014) considered a range of disease severity from 0 to 50%. In each of these studies the relationship between the standard deviation of the rater mean NPEs and actual disease was described as a hyperbolic function. However, over the range of disease severity from 50 to 100%, this relationship is likely to be different, as the standard deviation almost certainly declines toward zero at 100% severity.

A better understanding of the disease assessment process, the ramifications of error, and a basis on which to determine improved methods to assess disease severity are required. Such knowledge will help provide a framework to develop improved scales, aids for visual severity estimation, including optimizing the number and range of severities for standard area diagrams (SADs), and improved methods of using severity assessment training software. The purpose of this study was to investigate the effects of rater bias and assessment scale method on hypothesis testing over the full range of disease severity from 0 to 100%.

Materials and methods

Leaves of winter wheat with symptoms of SLB

The assessed leaves were sampled from plants in both fungicide-treated and control (no fungicide spray) plots in field experiments in the Grand-Duchy of Luxembourg that were previously described in detail (El Jarroudi et al., 2009, 2015; Bock et al., 2015). Estimates of disease severity

For each assessed leaf, visual estimates (NPEs) of SLB and associated senescence were made on the flag leaf (F1), and on the two leaves below the flag leaf (F2 and F3). Five wheat stems per plot were assessed by each of four raters on both the fungicide-treated and control plots. The characteristics of the rating abilities of these four raters has been described previously (Bock et al., 2015; El Jarroudi et al., 2013); they covered a spectrum of ability to overestimate (raters 3 and 4), underestimate (rater 2) and show relative accuracy of estimation (rater 1), thereby providing a fair representation of the rater population. A total of 20 plants from each treatment were assessed on each assessment date (El Jarroudi et al., 2015). In both 2006 and 2007, assessments were made weekly from the end of May to the beginning of July, with final observations at GS 73 to GS 77 (Zadoks et al., 1974), assuring
a wide range of disease severities. There were six assessments in 2006 and four in 2007. Images of the same leaves used for the visual assessments were taken with a digital camera (Powershot A620, 7.1 megapixels; Canon Inc.), and the area with symptoms of SLB and associated senescence was measured using ASSESS v. 2.0 (APS Press; Lamari, 2002). Due to advanced leaf senescence and death, some sample sizes were <20 with the later sample dates for leaves F2 and F3, in both years. In the data set, for non-treated plots, a total of 345 leaves in 2006 and 201 leaves in 2007 were photographed, image analysed and assessed; for fungicide-treated plots, 240 leaves in 2006 and 171 leaves in 2007 were subjected to the same procedure (a grand total of 957 leaves).

The absolute errors (visual estimate minus digital image measurements) were plotted against the assumed actual severity (digital image measurements) for the SLB data set for each rater (Fig. 1). Rater 1 was exceptionally accurate at estimating the diseased area; rater 2 tended to underestimate SLB severity; but raters 3 and 4 tended to overestimate SLB severity.

Simulations and hypothesis testing

First, the lognormal distribution has the advantage that the tails do not tend to infinity, which is realistic for estimation of disease severity using the percentage scale, with a minimum of 0 and a maximum of 100% (Bock et al., 2010a; Chiang et al., 2014); thus, the frequency of NPEs of specific actual disease severities by raters was assumed to follow a lognormal distribution. That is,

\[ y_i \sim \text{Lognormal}(\mu, \sigma^2) \]

where \( \mu = \ln(\mu_{\text{rater}}) - \frac{1}{2} \ln \left[ 1 + \left( \frac{\sigma_{\text{rater}}}{\mu_{\text{rater}}} \right)^2 \right] \)

\[ \sigma = \sqrt{\ln \left( 1 + \left( \frac{\sigma_{\text{rater}}}{\mu_{\text{rater}}} \right)^2 \right)} \]

Here, the mean rater-estimated severity, \( \mu_{\text{rater}} \), was regarded as a linear function of the actual severity (\( Y_{\text{actual}} \)); \( \sigma_{\text{rater}} \) was regarded as a function of \( Y_{\text{actual}} \) determined by the rater estimates of severity of SLB on leaves of winter wheat. The relationships are as follows:

\[ \mu_{\text{rater}} = \theta Y_{\text{actual}} \]

\[ \sigma_{\text{rater}} = f(Y_{\text{actual}}) \]

For the unbiased situation, \( \theta \) for Eqn (4) is constant and equals 1. However, for situations of over- or underestimation, \( \theta \) is not constant because the effects of rater bias are different for individual raters. Also, if the same rater assesses the same leaf several times, the results should be variable. Therefore, \( \theta \) is originally assumed to be 1. But to account for the bias, further simulation values were produced in order to account for the uncertainty of bias (both over- and underestimation).

When a value from a treatment was simulated, it represented the actual severity (\( Y_{\text{actual}} \)). Subsequently, the rater-estimated severity (\( \mu_{\text{rater}} \)) and standard deviation (\( \sigma_{\text{rater}} \)) were acquired through Eqns (4) and (5). The parameters of the lognormal distribution were obtained using Eqns (2) and (3). Finally, a simu-
lated value based on the distribution of rater-estimated disease severities was obtained using Eqn (1).

In order to quantify the effect of rater bias (over- and underestimation), a simulation approach was employed, as outlined in Figure 2. The lognormal distribution is a positively skewed distribution. As usual, there is a lognormal distribution for disease at low severities, and a 1 minus lognormal distribution (a negatively skewed distribution) for high disease severities. The SLB data used in this study confirms these characteristics. The lognormal distribution is a positively skewed distribution.

The performance of different assessment methods was compared. Assuming that two treatments, A and B, affect epidemics, the disease severity distribution of treatment A has mean $\mu_A$ and treatment B has mean $\mu_B = \mu_A + \mu_t$, where $\mu_t$ represents the difference between the means of the two severity distributions (Bock et al., 2010a). The standard deviations ($\sigma$) of the disease severity distributions of treatments A and B are assumed to be equal. A truncated-normal distribution, rather than a normal distribution, was assumed for each treatment because the actual severities cannot be negative values (Bock et al., 2010b; Chiang et al., 2014).

Comparing assessment methods

Four different disease assessment scales were compared as described in a previous study (Chiang et al., 2014). The characteristics of the assessment scales were: (i) NPEs (disease estimated by the rater to the nearest 1%); (ii) the logarithmic Horsfall-Barratt (H-B) scale (Horsfall & Barratt, 1945); (iii) a linear category scale (10% increments); and (iv) an amended 10% linear category scale with additional grades at low severities (0-1, 0-5, 1, 2, 5, 10, 20, 30...100%).

To simulate observations using the H-B scale and the two different linear category scales, NPEs were converted to the appropriate midpoint values of each grade for analysis (as is a standard practice for these H-B data; Madden et al., 2007). Subsequently, a two-tailed $t$-test was used to determine whether an observed difference between the means of the two severity distributions could be attributed to chance. A parametric test was considered appropriate for these data as they were midpoint values on a ratio scale rather than categories with uneven intervals (Madden et al., 2007). To mimic actual hypothesis testing, an overestimation (or underestimation) in treatment A was compared to an overestimation (or underestimation) in treatment B at different severities from 0 to 100%. Here, the criteria used were type I and type II errors when comparing the treatment means based on the simulated rater estimates relative to the means based on the ‘actual’ data.

Characteristics of the simulated data

For investigating the effects of bias (over- and underestimations), the following approaches were used:

Seven actual severities were chosen: low (1, 5, 20%); mid-range (50%); and high (80, 90 and 95%). Based on Figure 1, overestimation, underestimation and unbiased estimates were tested at low and mid-range severities. However, for high severities, only the underestimation and unbiased estimates were tested because overestimation of high severity is of less interest.

In order to quantify the relationship between the standard deviation of the mean estimated severity and the actual severity, four different situations were considered (Fig. 3). For an example of an unbiased situation, the relationship was obtained based on estimates by rater 1. For the situation where raters overestimated severity, the relationship was based on estimates by raters 3 and 4. With respect to underestimation of severity, the relationship was based on estimates by rater 2. However, raters 3 and 4 also tended to underestimate at high severities; thus, the estimates by raters 3 and 4 were combined with those of rater 2 to quantify the effects of underestimation in this range (for example, see the left shaded area of Fig. 2b).

To establish the relationship between the standard deviation of the rater mean NPE and the actual disease severity for non-biased estimates, overestimates and underestimates (Fig. 3), the rater estimates from 0 to 100% were divided into 16 consecutive groupings with an approximately equivalent number of estimates in each interval. For each of the scenarios in Figure 3, the data were subject to polynomial curve fitting, and a parabolic curve was found to be best suited to describe the relationship between the standard deviation of the rater mean NPE $(\sigma_{rater})$ and the actual disease severity:

$$\sigma_{rater} = aY_{actual}^2 + bY_{actual} + c$$

The parameters, the corresponding standard error, and the coefficient of determination ($R^2$) for each of the scenarios were used to evaluate the appropriateness of the parabolic model (Fig. 3). The analyses were performed using SAS v. 9.3 (SAS Institute).
Type II error

Different disease severities ($\mu_A$) of 1, 5 and 20% (low severity), 50% (mid-range severity), and 80, 90 and 95% (high severity) were used to explore effects of bias on type II error rates. The threshold for rejection of the null hypothesis was set at $P = 0.05$ (Bock et al., 2010a). Simulations were computed and results were plotted. For the specified mean population disease severities, three relationships were presented.

First, the relationship was presented between the probability of rejecting $H_0$ when this hypothesis was false (i.e. the power of the assessment method) and sample sizes (5–50, step size = 5) for the different assessment scales. The standard deviation ($\varphi$) of the mean disease severity of the population was assumed equal to 5%. Secondly, the relationship was plotted between the power of the assessment method and the standard deviation ($\varphi$) of the mean disease severity of the population, with the number of samples ($n$) set at 20. For the two relationships above, the difference between the population means ($\mu_A$) was assumed to be 5%. Thirdly, in order to take the magnitude of the population difference into account, the relationship between the differences in population means ($\mu_A$) and the power of the assessment method at a sample size ($n$) of 20 was explored. Assumed fixed values were $\varphi = 5\%$. To calculate the probability that $H_0$ is rejected, the simulation procedure outlined above was repeated 10,000 times and a t-test performed on each simulated data set.

Type I error

Type I error rates were investigated in a similar manner to the type II error rates described above. The relationships between the probability of rejecting $H_0$ (when this hypothesis is true) at different sample sizes and population standard deviations for the different assessment methods were calculated as described, but with the assumption that there was no difference between the means ($\mu_A = 0$).

Results

Type II error

Effect of sample size at disease severities ≤20%

To establish the ramifications of bias (over- and underestimation) at the low disease severities, biased estimates were compared to non-biased estimates at 1, 5 and 20% severity (Fig. 4). The power of the hypothesis test increased for all assessment methods with larger sample size ($n$) (as expected). However, the power of the hypothesis test was greater with unbiased estimates at low disease severities compared to biased estimates, particularly overestimates. Interestingly, little difference was found in the power of the test between the unbiased estimates and underestimates.

As previously noted (Bock et al., 2010a; Chiang et al., 2014), if estimates are unbiased, the H-B scale has the lowest power compared with all the other assessment methods tested at $\mu_A = 20\%$ (Fig. 4). Regardless of severity ($\mu_A = 20, 5$ or $1\%$) tested, there are no apparent differences in the power of the hypothesis test among the assessment methods due to overestimates. But compared with the unbiased situation, there is a reduction in the power of the hypothesis test due to overestimates with
all the different assessment methods. When $\mu_A = 5\%$ or $1\%$, the power was least for the linear scale (10%) over a wide range of sample sizes ($n$), and particularly at $\mu_A = 1\%$ (Fig. 4). There was little difference among the other methods at 5 and 1% severity, although NPEs consistently had a slightly higher power compared to the other methods.

**Effect of sample standard deviation at disease severities $\leq 20\%$**

At disease severities $\leq 20\%$, bias affects the power of the hypothesis test depending on the standard deviations ($\phi$) of the mean severities and the method used (Fig. 5). Regardless of assessment method, when the standard deviation of the severity distribution is large, the hypothesis test has lower power. At standard deviations $\sim \leq 10\%$, overestimates consistently reduced the power of the hypothesis test compared to unbiased estimates, while underestimates (with the exception of the H-B scale and the linear 10% scale) had little effect on the power of the hypothesis test. With unbiased estimates it should be noted that at small standard deviations, the power of the H-B scale at $\mu_A = 20\%$, and of the linear 10% scale at $\mu_A \leq 5\%$, were lower compared to the other methods.
Effect of the difference between sample means at disease severities ≤20%
Increasing the difference ($\mu_M$) between the population means increased the power of the hypothesis test for all assessment methods (Fig. 6), regardless of whether they were biased. When $\mu_M$ is ≥10% (and $n = 20$ and $\phi = 5$), the power is near 1 for all methods at all severities. However, overestimates tended to have a slightly lower power when $\mu_M$ ≤ 10%. Furthermore, for unbiased estimates and underestimates, when $\mu_A$ ≤ 5%, the 10% scale has a lower power for hypothesis testing (which is similar to the effect observed in Fig. 4).

Effects of sample size, sample standard deviation and the difference between sample means at disease severities ≥80%
Raters 2, 3 and 4 tended to underestimate severity at 80–100% (high disease severity) actual severity in this data set. Thus the effect of rater bias in relation only to underestimation and assessment method was explored at $\mu_A$ = 80, 90 and 95%.

The results of increasing sample size (Fig. 7) at $\mu_A$ = 80, 90 and 95% are comparable to those at severities of 20, 5 and 1%, respectively. This is not unexpected as the comparisons of the unbiased estimates versus

---

Figure 5 The relationship between the probability to reject $H_0$ (when this hypothesis is false) and magnitude of the population disease severity standard deviation ($\varphi = 2$ to 20%) for the different assessment scales, and the effects of rater bias on that probability at mean disease severity ($\mu_M$) of 20, 5 and 1%, respectively. The assumed sample size ($n = 20$); the assumed difference between the population means ($\mu_M$) = 5% with significance at $P = 0.05$. Assessment methods: (i) nearest percentage estimates (NPEs); (ii) Horsfall-Barratt (H-B) scale; (iii) linear scale (10% grades); and (iv) amended linear scale (10% categories with additional intervals at severities <10%).
underestimates at high severities are basically the inverse of those of the unbiased estimates versus overestimates at low severities. Briefly, the power of the unbiased estimates was greater compared with that of the underestimates for each assessment method when \( \mu_A = 80, 90 \) or \( 95\% \) (Fig. 7). Compared with NPEs, all other methods reduced the power of the hypothesis test at \( \mu_A = 80, 90 \) or \( 95\% \) when based on unbiased estimates. There was little difference among assessment methods when based on underestimates (Fig. 7).

At small population standard deviations (\( \phi \)), the unbiased estimates of each method had more power at \( \mu_A = 80, 90 \) and \( 95\% \) compared with the underestimates (Fig. S1). With unbiased estimates, the linear 10% scale and the amended 10% scale reduced the power of the hypothesis test at \( \mu_A = 80\% \) compared with the power using NPEs. With underestimates, only at \( \mu_A = 95\% \) was the power of the hypothesis test reduced by the linear 10% scale and the amended 10% scale when compared with the other methods.

With increasing magnitude of the difference between population means \( (\mu_{\Delta}) \), the power of the test increased (Fig. S2). The unbiased estimates tended to have higher
power at $\mu_A = 80$, 90 and 95% (up to $\mu_b = 12$, above which they were equal).

**Effects of sample size, sample standard deviation and the difference between sample means at disease severities of 50%**

At mean disease severity ($\mu_A$) of 50% (mid-range disease severity), the H-B scale had consistently lower power for hypothesis testing compared with the other methods, at all sample sizes ($n$) tested, with differences between population means ($\mu_A$) $\leq 12$, and with population standard deviations ($\phi$) $\leq 10$ (Fig. S3). The unbiased estimates for all assessment methods tended to have slightly higher power to reject the null hypothesis compared with biased estimates. Both the 10% category scales reduced the power of the hypothesis test only marginally (at some sample sizes, differences in population means and population standard deviations tested), when compared with NPEs.

The results in Figure 4 demonstrate that a greater sample size of biased estimates can be taken to achieve the same probability as that based on unbiased estimates for rejecting $H_0$, when $H_0$ is false. Thus, the additional number of samples needed to obtain the same probability was calculated using biased estimates as compared with the probability based on unbiased estimates for the effects of both overestimation and underestimation when using NPEs. For example, if two treatments are compared with a difference between the population means ($\mu$) of 5%, standard deviations ($\phi$) of 5%, with the significance set at $P = 0.05$, and a sample size of 50, the corresponding sample sizes required for the same power based on overestimates are 107 and 71 at disease severities of 20 and 50%, respectively (Fig. S3, respectively). Moreover, for severities of 50 and 80%, the corresponding sample sizes when using underestimates are 59 and 185, respectively (Figs S3 & 7, respectively).

**Type I error**

Similar to testing type II error rates, the relationships between the probability of rejecting $H_0$ (when this hypothesis is true) at different sample sizes (Fig. 8), and
population standard deviations (data not shown) for the different assessment methods were calculated. There was almost no effect of rater method or bias on type I error rate at low severities (Fig. 8), although at $l_A = 20\%$ and small sample sizes the H-B scale had a lower type I error (especially for underestimates), and at $l_A = 5$ or 1\% the linear 10\% scale had a lower type I error compared with the other methods (especially with underestimates and at low sample sizes). With higher severities ($l_A = 80, 90$ and 95\%), neither assessment method nor bias had much effect on the probability to reject $H_0$ when this hypothesis is true (data not shown). At disease severity ($l_A$) of 50\% there was no apparent effect of assessment method or bias on type I error rates (data not shown). In short, rater bias and assessment method do not inflate type I errors.

**Discussion**

The main objective of this study was to explore the effects of rater bias and assessment method on disease severity estimation over the full range of disease severities (from 0 to 100\%). The power of the hypothesis test was used to ascertain the effects. The comparison of bias (overestimates and underestimates) with unbiased estimates of disease severity at different mean severities, sample sizes, standard deviations, and difference between population means showed that the power of the hypothe-
sis test is greatest when estimates are unbiased. This was true at all the severities tested and for all assessment methods used. These results reinforce how essential it is to provide some way of reducing the bias in rater estimates in order to improve accuracy and reliability of visual estimates of disease severity, and thus avoid type II errors in analysis of disease severity data, which have been noted before (Christ, 1991; Todd & Kommedahl, 1994; Parker et al., 1995).

There is a widespread tendency to overestimate disease severity at low actual severities (<10%) (Sherwood et al., 1983; Bock et al., 2010b). This tendency was observed for two of the four raters in the data set used in this study (raters 3 and 4). Although there might sometimes be underestimation of low disease severities (as demonstrated with rater 2 at low severities of SLB in this data set), it has not been a widely reported bias among raters. As severities of <10% are often observed in the field on annual crops, it is worthwhile considering ways of reducing error in this range. Standard area diagrams (SADs) (Rios et al., 2013; Yadav et al., 2013; Schwanck & Del Ponte, 2014) and computer-aided training (Nutter & Schultz, 1995) can assist in reducing the absolute error overall, but have not been investigated in detail for their value at guiding accurate estimates specifically at these low disease severities. Based on the results of the present study, it seems valuable to investigate whether methods (perhaps better designed SADs) and training software can be specifically developed to reduce rater error in this range.

Thus SAD design combined with computer-aided training tools are likely to be an important remedial measure for reducing error. Based on results of a previous study, Chiang et al. (2014) concluded that a 10% category scale with additional divisions at low severity provided good estimates of disease severity that minimized type II errors, and was comparable with NPEs, at least for raters of average accuracy (very accurate raters would likely still benefit from using NPEs (Bock et al., 2010a)). Based on the results of the Chiang et al. (2014) study, a recently published SADs developed by Rios et al. (2013) provides the characteristics that should help minimize rater bias at low severity, and thus improve accuracy and reliability of the estimates. In order to improve accuracy and reliability of estimates using SADs, further discussion and research measuring the impact of SADs and computer-aided tools on rater accuracy is needed.

Assessment methods used to estimate disease severity affected the power of the hypothesis test. If the severity of disease was 50%, the H-B scale had the lowest probability to reject H₀ when this hypothesis was false compared with all the other assessment methods tested for both unbiased and biased estimates. Also, the H-B scale tended to have a slightly greater risk of type II error at severities of 20 and 80% regardless of whether raters were biased or not, which might be expected. The probable reason for this is that the H-B scale intervals of 12–25% and 25–50% are so wide (13 and 25%, respectively) that when mid-points are taken for analysis they inevitably result in less accurate estimates compared with what is achieved based on NPEs. At severities close to 20%, if a rater overestimates (or underestimates) severity, the estimate will have a high probability of falling into the 25–50% interval (or the 12–25% interval, if underestimated). Subsequently, having been placed in this range, the value is transformed to a mid-point 37.5% (or 18.5%, if underestimated) for analysis. Thus depending on the specific disease severity means, mean differences, variances and bias in the range of disease severity from 12 to 88%, using the H-B scale is more likely to lead to a type II error situation where it is more difficult to establish the difference between the means of two severity distributions. It should be noted that increasing sample size helps mitigate the effect of the H-B scale in elevating the type II error rate (Bock et al., 2010a; Chiang et al., 2014), but a disadvantage is that more samples take more time to observe in the field or collect for later assessment, under sometimes demanding field conditions.

Assessment method (iii) (the 10% category scale) tended to have a greater risk of type II error at <10% and >85% severities. Although the power of method (iv) (the amended 10% category scale with additional grades at low severities) is the same as that of assessment method (iii) at high severities (both scales have the same structure at >10%); this should not be detrimental to most cases requiring hypothesis testing. Except in the case of very high severities, the power of the amended 10% category scale is almost equivalent to that of NPEs. One reason for choosing a category scale may be for convenience and speed of rating (Madden et al., 2007), and the amended 10% category scale is reasoned to be superior to other category-scale methods for researchers who want to base their severity estimation on a disease category scale for hypothesis testing. In particular, the additional low grades are sensitive to the range of severity at which many diseases frequently occur. Nonetheless, NPEs provided the consistently greatest power to reject H₀ when H₀ was false, and thus the 0–100% scale is recommended whenever possible (and particularly so in the case of very accurate raters (Bock et al., 2010a)). The conclusions here based on severity estimates of SLB are consistent with those of a previous study based on estimates of the severity of citrus canker by different raters (Chiang et al., 2014). That is, a disease assessment category scale should be sensitive to low disease severity (1–10%) by incorporating additional categories to account for disease severity ≤5%. Category intervals in the mid-range should not exceed 10%. This consideration should be taken into account when designing SADs and computer-aided tools to train raters in these sensitive disease severity ranges.

Nita et al. (2003) had tested a 5% category scale and found it to be more accurate and reliable compared to the H-B scale, and in a previous study, Chiang et al. (2014) included a 5% linear scale for comparison with other assessment scales. The 5% scale was not included.
in the current study as the authors believe it has too many divisions negating the assumed advantages of simplicity offered by category scales with divisions ≥10%. However, the 5% linear scale does have advantages over other methods (with the exception of NPEs) for reducing the risk of type II errors (Chiang et al., 2014). In the present study, increasing the difference (μs) between the population means increased the probability of rejecting H0 for all assessment methods. As μs increased to more than 10%, the power of the test was close to 1. This observation agrees with the work of Bock et al. (2015), which found there were no type II errors observed between fungicides treated and control plots when using estimates of SLB severity based on either NPEs or the H-B scale. There were consistent significant differences in mean estimates of disease severity for control and fungicide-treated plot for each rater and for the actual values based on image analysis (Bock et al., 2015), with differences between treatments (>50% disease severity) providing a robust basis for correctly rejecting H0.

In conclusion, this research indicated that rater bias has a greater effect on type II errors compared with the effect of assessment methods. It is noteworthy that neither rater bias nor assessment method had any notable effect on type I error rates. The H-B scale (and other lower resolution, non-linear category scales) and the linear 10% category scale had the lowest power for hypothesis testing compared to the other methods tested. The results of the study should contribute to developing improved disease assessment category scales and understanding the effects of rater bias in disease estimation. This information helps focus research on the improvement and optimization of category scales (in situations where they must be the assessment method of choice) and for developing SADs as aids for estimating disease severity both accurately and reliably, taking particular account of low disease severities.
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**Figure S1** The relationship between the probability to reject H₀ (when this hypothesis is false) and magnitude of the population disease severity standard deviation (σ = 2–20%) for the different assessment scales, and the effects of rater bias on that probability at mean disease severity (μₐ) of 80, 90 and 95%, respectively. Assumed sample size (n) = 20; the difference between the population means (Mₐ) = 5% with significance at P = 0.05. Assessment methods: (i) nearest percentage estimates (NPEs); (ii) Horsfall-Barratt (H-B) scale; (iii) linear scale (10% categories); and (iv) amended linear scale (10% categories with additional grades at severities <10%).

**Figure S2** The relationship between the probability to reject H₀ (when this hypothesis is false) and the difference between the population means (μₐ = 2–20%) for the different assessment scales, and the effects of rater bias on that probability at mean disease severity (μₐ) of 80, 90 and 95%, respectively. Assumed sample size (n) = 20; sample standard deviation (σ = 5%) with significance at P = 0.05. Assessment methods: (i) nearest percentage estimates (NPEs); (ii) Horsfall-Barratt (H-B) scale; (iii) linear scale (10% categories); and (iv) amended linear scale (10% categories with additional grades at severities <10%).

**Figure S3** The relationship between the probability to reject H₀ (when this hypothesis is false) for samples size (n = 5–50), the difference between the population means (μₐ = 2–20%) and magnitude of the population disease severity standard deviation (σ = 2–20%), for each of the different assessment scales, and the effects of rater bias on that probability at a disease severity of 50%. Details of parameters held constant are already described in Figures 4–6. Assessment methods: (i) nearest percentage estimates (NPEs); (ii) Horsfall-Barratt (H-B) scale; (iii) linear scale (10% categories); and (iv) amended linear scale (10% categories with additional grades at severities <10%).