Quantifying spatial and temporal discharge dynamics of an event in a first order stream, using distributed temperature sensing
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Abstract. Understanding the spatial distribution of discharge can be important for water quality and quantity modeling. Non-steady flood waves can, particularly as a result of short high intensity summer rainstorms, influence small headwater streams significantly. The aim of this paper is to quantify the spatial and temporal dynamics of stream flow in a headwater stream during a summer rainstorm. These dynamics include gains and losses of stream water, the effect of bypasses that become active and hyporheic exchange fluxes that may vary over time as a function of discharge. We use an advection-dispersion model coupled with an energy balance model to simulate in-stream water temperature, which we compare with high resolution temperature observations obtained with Distributed Temperature Sensing. This model was used as a learning tool to stepwise unravel the complex puzzle of in-stream processes subject to varying discharge. Hypotheses were tested and rejected, which led to more insight in the spatial and temporal dynamics in discharge and hyporheic exchange processes. We showed that, for the studied stream infiltration losses increase during a small rain event, while gains of water remained constant over time. We conclude that, eventually, part of the stream water bypassed the main channel during peak discharge. It also seems that hyporheic exchange varies with varying discharge in the first 250 m of the stream; while further downstream it remains constant. Because we relied on solar radiation as the main energy input, we were only able to apply this method during a small summer storm and low flow conditions. However, when additional (artificial) energy is available, the presented method is also applicable in larger streams, during higher flow conditions or longer storms.

1 Introduction

Understanding discharge generation processes in headwater catchments is crucial for water quality and quantity modeling (Bonell, 1998). However, it is often difficult to differentiate between different runoff generation processes. A classical way to do this is by hydrograph separation using end-member mixing analysis approach (Sklash and Farvolden, 1979). This technique can be useful in differentiating between different source areas or between event and pre-event water (Uhlenbrook and Hoeg, 2003). However, the spatial resolution is often low, fluxes are lumped and uncertainties can be high.

Understanding the spatial distribution of discharge can be important since non-steady flood waves can influence small headwater streams significantly, particularly as a result of short high intensity summer rainstorms. During such events, discharge can more than double, and side channels can become active. Also subsurface storm flow may occur, although a certain storage threshold in the hillslope has to be passed before this mechanism becomes active (e.g. Tromp-van Meerveld and McDonnell, 2006).

To observe the spatial and temporal distribution of lateral inflows, several researchers excavated trenches (Woods and Rowe, 1996; Weiler et al., 1998; Uchida et al., 2005; Retter et al., 2006; Gomi et al., 2008; Tromp-van Meerveld et al., 2008). Although these were able to give spatial and temporal flow information, installation of trenches is destructive and limited in size (2–60 m).

Another approach was presented by Ragan (1968). He monitored all incoming water fluxes in a 190 m long stretch, including the change of in-stream storage. He added one term to close the water balance, which he concluded to be subsurface stormflow. Although he is one among some others (e.g. Anderson and Burt, 1978; Hjelmfelt Jr. and Burwell, 1984) who gained insights in temporal and spatial...
dynamics of lateral inflow without the use of trenches or 3-D groundwater-surface water models, he did not include infiltration losses of stream water or hyporheic exchange in his analysis while also the location of the calibrated subsurface stormflow was unknown.

Stream water losses (or downwelling fluxes) are difficult to quantify, since they do not influence stream water quality directly. To determine these fluxes, some researchers observed vertical subsurface temperature profiles, which, when coupled with a vertical advection-dispersion model gave flow rates and directions (Stallman, 1965; Lapham, 1989; Taniguchi and Sharma, 1990; Stillman et al., 1995; Constantz and Thomas, 1996; Constantz, 1998; Constantz et al., 2003; Becker et al., 2004; Niswonger et al., 2005; Blasch et al., 2007). However, these profiles were point measurements along the stream and obtained during steady state discharge conditions.

Moreover, hyporheic exchange fluxes may change with varying discharge. This triggered research on seasonal changes in hyporheic exchange, determined from head differences in a vertical profile using piezometer nests (Harvey and Bencala, 1993; Wroblicky et al., 1998; Bartolino, 2003). In addition, on the timescale of one flood wave, coupled 3-D groundwater-surface water models were developed (Lal, 2001; Habel and Bagtzoglou, 2005; Boano et al., 2007; Ha et al., 2008). However, these deterministic models require an accurate description of hydraulic conductivities and bedforms while such data are often not available. To overcome this problem, hyporheic exchange has been quantified using in-stream tracer tests. Most studies linking hyporheic exchange with discharge did their tracer tests during different discharge regimes (Legrand-Marcq and Laudelout, 1985; Harvey et al., 1996; Morrice et al., 1997; Wörman and Wachtien, 2007; Zarnetske et al., 2007; Schmid, 2008; Schmid et al., 2010), different morphological states (Harvey et al., 1999; Harvey et al., 2003) or between different streams (D’angelo et al., 1993; Morrice et al., 1997; Schmid et al., 2010), but always during steady state flow conditions and not during a complete rainstorm.

The aim of this paper is to quantify the spatial and temporal dynamics of stream flow in a headwater catchment during a summer rainstorm. These dynamics include gains and losses of stream water, the effect of bypasses (in our case a side channel of ca 20 m long) that become active and hyporheic exchange fluxes that may vary over time as a function of discharge. In a previous study we showed the relation between hydraulics, in-stream temperature and hyporheic exchange in a first order stream during steady state discharge conditions (Westhoff et al., 2011). In this paper we focus on the dynamic effects that occur during and after a small intensive summer rainstorm of 6.4 mm, with a maximum intensity of 4.8 mm in 10 min. We use an advection-dispersion model coupled with an energy balance model to simulate in-stream water temperature, which we compare with high resolution temperature observations obtained with Distributed Temperature Sensing (DTS). Together with upstream and downstream discharge observations, we were able to locate and estimate the dynamics of hyporheic exchange, lateral inflows and bypasses. We used the method as a learning tool in which we stepwise unravel the complex interactions and dynamics in discharge.

2 Site description and measurements

2.1 Site description

This research took place in a 565 m long reach of the Maisbich: a first order stream in central Luxembourg (49°53’ N and 6°02’ E). The investigated branch drains an area of 0.34 km². The stream has an average slope of 18 %, with on both sides steep forested hillslopes with slopes varying between 25 and 50 % (Fig. 1).

In the whole catchment, the schist bedrock is covered with a layer of regolith consisting of fractured and weathered rock of a few meters thick and varying clay content. In the riparian zone and at the foot of the hillslopes, thin colluvial and alluvial deposits of <1 m thick are found. The headwater stream
originates in a small depression below the convex transition of plateau to hillslope. The steep stream scoured the soil layer up to the fractured rock, creating at many places steep banks of 0.2–1 m high. The streambed is rough with many in-stream rock clasts. Summer storm flows are characterized by a double peak: the first peak is mainly caused by “rain on water” and rain on the saturated riparian zone (saturation overland flow), while the second peak is assumed to be sub-surface storm flow (Fig. 2).

Along the stream, 4 distinct lateral, partly submerged inflows are present at 104, 178, 350 and 414 m from the upstream V-notch weir, respectively. These inflows generally are cracks in the underlying bedrock from where water seeps to the stream. Two smaller inflows enter the stream at 383 and 393 m, but they are <5% of the discharge directly downstream of the inflow, and too small to monitor. During the studied period (22 and 23 June 2008), two areas of stream water loss were identified: one area between 60 and 77 m where ~95% of water infiltrates into the subsurface and a smaller one between 233 and 247 m where ~45% of the water infiltrates. In-stream salt injection tests during previous field campaigns with similar discharge regimes as this study demonstrated that at least part of the water that infiltrates between 60 and 77 m returns to the stream at 104 m (data not shown). A previous study by Westhoff et al. (2011) showed that at many places along the stream small scale (~m) hyporheic exchange is present (see Sect. 3.1).

### 2.2 Measurements

Two V-notch weirs are present at the upstream and downstream end of the studied stream reach. They have been equipped with pressure loggers (Keller DCX22), monitoring water levels at 10 min intervals. During the studied period, the pre-event discharge was 0.44 and 0.62 l s⁻¹ for the upstream and downstream V-notch weir, respectively. Peak discharge was 1.9 and 1.8 l s⁻¹ (Fig. 2).

Along the entire stream, temperature was measured with a DTS system (Halo, Sensornet, UK). The system gives an integrated temperature for each 2 m along a fiber optic cable which is averaged over 3 min. The precision, using these settings, is ~0.1 °C. Comparison with independent temperature loggers (TidbiT v2 Temp logger, HOBO, USA) at 12, 176 and 347 m gave a Root Mean Square Error (RMSE) of 0.27 °C (for a more detailed description about DTS see, Selker et al., 2006a,b; Tyler et al., 2009).

The water temperature of each of the 4 distinct sources was measured with independent temperature loggers (TidbiT v2 Temp logger, HOBO, USA) at a 6 min interval. At the 3 most upstream inflows, the stream water temperature just upstream and downstream of the inflow was also measured with TidbiT temperature loggers.

In the meadow just uphill of the upper V-notch weir, a HOBO weather station was installed, measuring incoming solar radiation, air temperature, air pressure, wind speed and wind direction. Relative humidity was measured in Ettelbruck (~6 km from the site) by the Administration des Services Techniques de l’Agriculture (http://www.asta.etat.lu), with a temporal resolution of 10 min.

At 64 places along the stream, cross-sectional riverbed profiles were measured using a pin-meter (Westhoff et al., 2011). The pins were situated 2 cm from each other. The vertical displacement of each pin could be determined with an accuracy of ~2 mm. To distinguish between in-stream rock clasts and the riverbed, we drew a contour around the lower pins. These measurements allowed us to link water level directly to cross-sectional area of stream water, cross-sectional area of rock clasts, wetted perimeter, and surface width of the stream, which are all parameters needed in the model framework.

### 3 Methods

#### 3.1 Previous work and model description

This study builds on previous work by Westhoff et al. (2011). They developed and calibrated a temperature model for the same stream as this study. This is a 1-D advection-dispersion model for heat transport with 2 transient storage zones coupled with an energy balance model. One transient storage zone represents heat exchange with in-stream rock clasts, which Westhoff et al. (2010) found to be an important heat buffer. The second transient storage zone represents the hyporheic zone and is assumed to be located below the stream.
in the regolith. Hyporheic exchange (both upwelling and downwelling) was assumed to take place within a single longitudinal grid cell, and lateral hyporheic flow paths are not taken into account. The temperature of the hyporheic zone was derived by simulating the temperature of the subsurface to a depth of 1 m, while the hyporheic exchange rate and the size of the hyporheic zone were determined by calibration. Westhoff et al. (2011) used this model to locate and quantify hyporheic exchange with a resolution of 2 to 10 m during steady state discharge conditions, resulting in spatial variable hyporheic exchange parameters. A conceptual sketch of this model is shown in Fig. 3 (the same symbols are used as in Eqs. (1)–(4)). After calibration, Westhoff et al. (2011) ended up with 13 different stream segments, varying between 9 and 100 m, with constant hyporheic exchange parameters.

In this study we coupled this model with a dynamic routing model, which is needed to simulate in-stream temperature during non-steady flood waves. The governing equations for this dynamic routing and temperature model are:

\[
\frac{\partial Q}{\partial t} + \frac{\partial Q}{\partial x} = q_L + R W_R \tag{1}
\]

\[
\frac{\partial u}{\partial t} + g \frac{\partial z}{\partial x} + u \frac{\partial u}{\partial x} + C_f u |u| \frac{\partial u}{\partial t} = 0 \tag{2}
\]

\[
\frac{\partial c_T}{\partial t} + c_T \frac{\partial A_T}{\partial x} + \rho c_w \frac{\partial Q T_w}{\partial x} + \rho c_w \frac{\partial Q T_w}{\partial x} \tag{3}
\]

\[
\left( -A_w \frac{\partial T_w}{\partial x} \right) = \rho c_w (q_L T_l + R W_R T_R) + \rho c_w \alpha A_w (T_{hz} - T_w) + W_b \Phi_{atm} + P_b \Phi_{bed}
\]

\[
\frac{\partial T_s}{\partial t} = -K_s \frac{\partial^2 T_s}{\partial z^2} + \alpha \frac{A_w}{A_{hz}} (T_w - T_{hz}) - \frac{\Phi_{bed}}{c_b \rho_b \partial z} \tag{4}
\]

where \(Q\), \(u\) and \(\zeta\) are the discharge \([m^3 s^{-1}]\), stream velocity \([m s^{-1}]\) and water level \([m]\). \(A\) and \(T\) are the cross-sectional area \([m^2]\) and temperature \([\degree C]\), \(R\) is the precipitation \([m s^{-1}]\), \(W_R\) is the width at which the precipitation turns immediately into runoff \([m]\) \((W_R \geq W_b)\) and \(T_R\) is the temperature of the precipitation \([\degree C]\). \(q_L\) is the lateral inflow per unit stream length \([m^2 s^{-1}]\), \(g\) is the acceleration of gravity \([m s^{-2}]\), \(C_f\) is the hydraulic friction of the streambed \([-]\) and \(K_s\) is the thermal diffusivity of the subsurface \([m^2 s^{-1}]\), while \(t\), \(x\) and \(z\) are time \([s]\), distance along the stream \([m]\) and depth below the stream \([m]\). The subscripts \(w\), \(L\), \(s\) and \(hz\) stand for water, lateral inflow, subsurface and hyporheic zone, while \(r\) stands for in-stream rock clasts.

Equations (1) and (2) are the mass balance for water and the momentum equation, needed for the routing model. With this model and with the observed cross-sectional riverbed profiles \(Q\), \(u\), \(\zeta\), \(A_w\), \(A_T\), \(W_R\) and \(P_b\) were determined over space and time. For the pre-event conditions, the relative contribution of the lateral inflows were determined by comparing observed temperature of the inflow with observed temperature just upstream and downstream of this inflow. The losses of water (between 60 and 77 m, and between 233 and 247 m) were determined in such a way that the observed upstream discharge plus all inflows minus all losses equals the observed downstream discharge, while these losses were located during several field visits: e.g. during extreme low flow these parts of the stream fell dry.

The advection-dispersion model is represented by Eq. (3). The first two terms on the left-hand side represent storage of heat in water and storage of heat in in-stream rock clasts, while the third and fourth terms represent advection.
and dispersion of heat. The terms on the right hand side represent the heat budgets of lateral inflows and outflows of stream water, hyporheic exchange, energy exchange between the water-air interface and energy exchange between the water-streambed interface, respectively. Westhoff et al. (2011) showed that the exchange between water and rock clasts is fast enough to assume that it is instantaneous, meaning that the temperature of water and in-stream rock clasts is always the same. Using this assumption, Eq. (3) can then be simplified to:

\[
\rho_b c_b \frac{\partial A_b T_w}{\partial t} + \rho_w c_w \frac{\partial Q T_w}{\partial x} + \rho_w c_w \frac{\partial}{\partial x} \left(-A_w D \frac{\partial T_w}{\partial x}\right) = \rho_w c_w (q_L T_L + R W_R T_R) + \rho_w c_w \alpha A_w (T_{hz} - T_w) + W_b \Phi_{atm} + P_b \Phi_{bed} \tag{5}
\]

where \(A_b\) is the combined cross-sectional area of water and in-stream rock clasts, while \(\rho_b\) and \(c_b\) are the weighted averages of density and heat capacity of water and in-stream rock clasts.

The net energy exchange between water and atmosphere \((\Phi_{atm})\) is the sum of solar radiation (corrected for shadow effects) and longwave radiation (taken from Westhoff et al., 2007) and latent and sensible heat (taken from Monteith, 1981). The latent heat and sensible heat were taken from Monteith (1981) because periods of 100% relative humidity were measured.

The change of subsurface temperature is taken as the sum of vertical heat conduction and hyporheic exchange and is described with Eq. (4). The first term on the right-hand side describes the vertical heat conduction, while the second term represents the hyporheic exchange. The latter is only applied for the vertical grid cells were the hyporheic zone is defined. Note that at these locations \(T_{hz} = T_s\) (Fig. 3).

In the numerical solution we defined 25 horizontal subsurface layers with a vertical thickness of 4 cm each. At the lower boundary (at 1 m depth) we assumed a constant temperature of 14 °C. The thickness of the hyporheic zone is determined as \(d = A_{hz}/P_b\). The temperature of the hyporheic return flow \((T_{hz})\) is taken as the average temperature of all subsurface grid cells in 1 vertical where hyporheic exchange was determined.

The third term on the right-hand side of Eq. (4) represents a sink-source term removing/adding heat to the subsurface. However, in our model setup \(\Phi_{bed}\) represents shortwave radiation reaching the streambed, and is therefore only applied to the top layer in the numerical scheme.

This model was calibrated for a 2 day period in July 2009, during steady state discharge conditions (upstream and downstream discharge was 0.35 and 0.471 s\(^{-1}\)) with the aim of assessing hyporheic exchange (Westhoff et al., 2011). For this study, we first validated the model for a 2 day period prior to a rainfall event at 22 June 2008, 20:40 GMT+1, during which the discharge was steady, with upstream and downstream discharge of 0.44 and 0.621 s\(^{-1}\). The discharge and meteorological conditions during validation were similar to those during the calibration period (Westhoff et al., 2011).

### 3.2 Stepwise improvement of dynamic discharge simulations

In this study, we follow a downward approach in which we stepwise improve the model (Klemes, 1983; Jothityangkoon et al., 2001; Sivapalan et al., 2003). This means that we first model a simple case, and based on the results, we stepwise increase model complexity and develop and test new hypotheses to improve the model results. We combine this with a multi-objective model evaluation (Fenicia et al., 2008). The objective functions are (1) the Root Mean Square Error of the downstream discharge \((\text{RMSE}_Q)\), (2) the Root Mean Square Error of the in-stream temperature \((\text{RMSE}_T)\) and (3) the Root Mean Square Error of the relative contribution of the second lateral inflow at 178 m \((\text{RMSE}_L)\).

For calibration, we split the observed hydrograph in two parts because different processes are responsible for the discharge peaks: the first peak is mainly caused by rain on water, while the second peak is assumed to be caused by subsurface storm flow. By first calibrating on the first discharge peak, we could test that parameter set on the second discharge peak, which allowed us to formulate different hypotheses to improve our understanding of the discharge dynamics (Sect. 3.2.2).

#### 3.2.1 First discharge peak

In a first step we only focus on the first discharge peak (between 22 June 2008 20:40 and 23 June 2008 01:00 GMT+1). Here we calibrated 3 parameters. These parameters are: (1) the losses of water \((q_L < 0)\) which we describe as a function of discharge, (2) the area where saturation overland flow takes place \((W_R)\): this is the stream itself and its near surroundings and (3) the temperature of the rain water \((T_R)\). The first two influence both downstream discharge and in-stream temperature, while the third parameter only influences in-stream temperature.

#### 3.2.2 Second discharge peak

During the second step of the calibration we focus on different processes that occur during the second discharge peak, which we assume is subsurface storm flow originating from the area upstream of the upstream V-notch weir. We first extend the simulation period of the first step with 9 h until 23 June 2008, 10:00 GMT+1 to cover the second discharge peak, without changing any parameters. In this run we found a couple of mismatches between observed and simulated discharge and temperature. For reasons of clarity we treat these temperature and discharge mismatches separately, although we recognize that discharge influences temperature as well.
In-stream temperature

To improve the simulated temperature, we investigated the effect of constant and variable hyporheic exchange parameters (i.e. the flux between the stream and hyporheic zone, and volume of the hyporheic zone: both are presented per unit stream length). This results in 4 different alternatives:

1. \( q_{\text{hyp}} = \alpha A_w \) and \( A_{hz} = P_h z_{hz} \), where \( z_{hz} \) is the thickness of the hyporheic zone, and is assumed to be constant in time. For the exchange flux we used the widely used expression from Runkel (1998). For the volume of the hyporheic zone we assumed that the thickness would remain the same, and \( A_{hz} \) depends linearly on the wetted perimeter of the stream.

2. Both the \( q_{\text{hyp}} \) and \( A_{hz} \) are constant over time and keep the pre-event values.

3. \( q_{\text{hyp}} = \alpha A_w \) and \( A_{hz} \) is constant over time.

4. \( q_{\text{hyp}} \) is constant over time and \( A_{hz} = P_h z_{hz} \).

Discharge

The calibrated parameter set for the first discharge peak was used for the second peak. This reference simulation resulted in a difference between simulated and observed downstream discharge for the second peak. In this step we took the difference between observed and simulated downstream discharge, and added this as a lateral inflow at distance \( x_i \). By changing the position of this new lateral inflow, we tested 3 different hypotheses on where this water came from.

1. As a diffuse source between 250 and 350 m. The reason for this is that when this new water is cooler than the stream water (as a first estimate we took the temperature of the third lateral inflow for the temperature of this new inflow), it would cool down the stream water, which would result in a better fit.

2. As extra water from the second lateral inflow point at 178 m. The reason for this is that when the stream discharge is higher, the water would not heat up as rapidly. The reason for adding this new water at an already existing source is that preferential flowpaths already direct water to this point. Extra subsurface storm flow would then easily be directed to the same place.

3. As a new source at 117 m. This source is actually a bypass or side channel, bypassing the stream between ∼80 and 117 m. It has a similar bedform as the stream, and is completely shaded by vegetation. During high (winter) flows, we have observed that part of the stream water flowed through this bypass. Here we test if this also happens during this summer rainstorm.

4 Results

Validation of the model as calibrated by Westhoff et al. (2011) was done for the period 21 June 2008, 00:00 until 22 June 2008, 20:40 GMT+1, which was just before the start of the storm event. During this validation, the 4 major lateral inflows (at 104, 178, 350 and 414 m from the upstream V-notch weir, respectively) were determined to be 0.32±0.013, 0.27±0.016, 0.11±0.008 and 0.16±0.064 l s\(^{-1}\), the 2 smaller inflows at 383 and 393 m were estimated to be 0 and 0.013 l s\(^{-1}\), and the 2 losses between 60 and 77 m and between 233 and 247 m were determined to be 0.41 and 0.27 l s\(^{-1}\) to match the observed downstream discharge (Fig. 5a: blue line in bottom panel). The validation run had a RMSE\(_T\) of 0.51°C. The RMSE\(_T\) of the calibrated model by Westhoff et al. (2011) was 0.66°C for the same time span at 1 and 2 July 2009. The difference in the RMSE\(_T\) was mainly caused by the fact that during the calibration period the fiber optic cable was not submerged at a few distinct places. During the validation the simulated temperature downstream of 420 m was about 1°C too high during the night.

4.1 First discharge peak

The first discharge peak was calibrated by varying the infiltration losses (\( q_L < 0 \)), the width accounting for “rain on water” (\( W_R \)) and the temperature of the rain (\( T_R \)). Keeping the losses constant over time and \( W_R \) the same as the stream width \( W_b \), resulting in a simulated downstream peak discharge arriving 50 min too late (line a in Fig. 4). Therefore we made the losses dependent on discharge (line b in Fig. 4): between 233 and 247 m the loss was set to be 45% of the discharge at 232 m. Between 60 and 77 m, the loss was set to 95% during pre-event discharge (0.41 l s\(^{-1}\)) and
88 % during peak discharge (1.91 s\(^{-1}\)). To be able to simulate the observed downstream discharge peak properly, we had to change \( W_R \) to 1.7 m for the entire stream to account for the additional saturated overland flow. After this refinement we obtained a RMSE\(_Q\) of 0.111 s\(^{-1}\) (line c in Fig. 4, Table 1). Good temperature simulations were obtained when \( T_R \) was taken 2.4 °C lower than \( T_{air} \), which can be seen as a correction for the wet bulb temperature. This resulted in a RMSE\(_T\) of 0.34 °C (Fig. 5a). For an overview of all steps in the calibration process and the corresponding objection functions, see Table 1.

### 4.2 Second discharge peak

Extending the simulation period until the second discharge peak, while keeping the same parameters as during the first discharge peak, resulted in a too low downstream discharge between 03:00 and 10:00 h (Fig. 2). During the same period, the temperature between 250 and 350 m and downstream of 420 m was too high (Fig. 5b). Here, we treat both discrepancies separately.

#### In-stream temperature

Although we recognize that discharge influences in-stream temperature as well, we focus first on the influence of different hyporheic exchange scenarios. The 4 different scenarios tested (\( q_{hyp} = \alpha A_w \) and \( A_hz = P_{bzhz} \); \( q_{hyp} \) and \( A_hz \) are constant over time; \( q_{hyp} = \alpha A_w \) and \( A_hz \) is constant over time; and \( q_{hyp} \) is constant over time and \( A_hz = P_{bzhz} \)), gave different results for different sections in the stream. In Fig. 6a the RMSE\(_T\) is shown for the time series between 01:00 and 10:00 h for each observation point (a moving average over 3 points was plotted to get slightly smoother lines). Until 250 m the temperature was best simulated when both the hyporheic flux and the volume of the hyporheic zone were variable over time, while downstream of 250 m best results were obtained when both were constant over time. From Fig. 6a, it is also seen that when only \( A_hz \) is variable while \( q_{hyp} \) is constant, results hardly differ from the case where both are constant over time. The difference between a constant and variable \( A_hz \) is slightly larger when \( q_{hyp} \) is variable.
Table 1. Overview of calibration parameters for each step, with corresponding RMSE values.

<table>
<thead>
<tr>
<th>First discharge peak (simulations between 20:40 and 00:00h)</th>
<th>( q_L &lt; 0 )</th>
<th>( W_R )</th>
<th>( T_R )</th>
<th>RMSE( T ) [(^{°})C]</th>
<th>RMSE( L ) [%]</th>
<th>RMSE( Q ) [l s(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>constant</td>
<td>( W_B )</td>
<td>( T_{air} )</td>
<td>0.38</td>
<td>8.6</td>
<td>0.45</td>
</tr>
<tr>
<td>2</td>
<td>( f (Q_{up}) )</td>
<td>( W_B )</td>
<td>( T_{air} )</td>
<td>0.38</td>
<td>10.7</td>
<td>0.35</td>
</tr>
<tr>
<td>3</td>
<td>( f (Q_{up}) )</td>
<td>1.7 m</td>
<td>( T_{air} )</td>
<td>0.38</td>
<td>6.8</td>
<td>0.11</td>
</tr>
<tr>
<td>4</td>
<td>( f (Q_{up}) )</td>
<td>1.7 m</td>
<td>( T_{air} - 2.4^{°})C</td>
<td>0.34</td>
<td>6.8</td>
<td>0.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second discharge peak (simulations between 01:00 and 10:00h)</th>
<th>Calibration on in-stream temperature</th>
<th>( q_{hyp} )</th>
<th>( \alpha A_w )</th>
<th>( P_{h_{hz}} )</th>
<th>RMSE( T ) [(^{°})C]</th>
<th>RMSE( L ) [%]</th>
<th>RMSE( Q ) [l s(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \alpha A_w )</td>
<td>constant</td>
<td>( P_{h_{hz}} )</td>
<td>0.50</td>
<td>5.8</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>constant</td>
<td>constant</td>
<td>0.48</td>
<td>5.8</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( \alpha A_w )</td>
<td>constant</td>
<td>0.49</td>
<td>5.8</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>constant</td>
<td>( P_{h_{hz}} )</td>
<td>0.49</td>
<td>5.8</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Calibration on discharge</th>
<th>RMSE( T ) [(^{°})C]</th>
<th>RMSE( L ) [%]</th>
<th>RMSE( Q ) [l s(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference( ^* )</td>
<td>0.46</td>
<td>5.8</td>
<td>0.12</td>
</tr>
<tr>
<td>Scenario 1: inflow added between 250–350 m</td>
<td>0.40</td>
<td>5.8</td>
<td>0.01</td>
</tr>
<tr>
<td>Scenario 2: inflow added at 178 m</td>
<td>0.41</td>
<td>18.2</td>
<td>0.01</td>
</tr>
<tr>
<td>Scenario 3: inflow added at 117 m</td>
<td>0.41</td>
<td>4.3</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\( ^* \) Reference refers to the simulation where \( q_{hyp} \) and \( A_{hz} \) are variable between 0 and 250 m and constant between 250 and 564 m, but without the new source.

Discharge

During the second peak, the simulated downstream discharge is too low between 03:00 and 10:00: apparently there is some lateral inflow, which we did not account for (Fig. 2). The difference between the two hydrographs (shaded area in Fig. 2) has been added to the stream at different locations \( x_j \), while we used the RMSE\( T \) and RMSE\( L \) to test the effect of the different locations (the RMSE\( Q \)s are equal for each scenario, because the same amount of water was added for each scenario). As a reference case, we used a hyporheic exchange scenario during which \( q_{hyp} \) and \( A_{hz} \) are variable between 0 and 250 m while downstream of 250 m they are constant over time. Because the temperature downstream of 420 m was also too high during the validation, we only focus on the area upstream of 420 m.

Between 117 and 260 m, the RMSE\( T \) is the lowest when the new source is added at 117 m. Between 260 and 320 m best results were obtained when the new source was added at 178 m, while downstream of 320 m the diffuse source added between 250 and 350 m gave best results (Fig. 6b). Comparing the different scenarios with the observed relative contribution of the second source shows the best results when water is added at 117 m, with a RMSE\( L \) of 4.3 % for the time series between 01:00 and 10:00 h (Fig. 7, Table 1), with slightly poorer performance for the diffuse source (RMSE\( L \) is 5.8 %). Note that the latter does not affect the second source compared to the reference simulation, since the new source was added downstream of this point. The scenario where the source was added as extra water at the second source totally mismatches the observations (RMSE\( L \) is 18.2 %), indicating that this hypothesis should be rejected.

5 Discussion

5.1 Reality check

The presented method combines 2 sources of measured information: discharge observations and temperature observations. By combining these with a transport model for heat, we were able to investigate the spatial and temporal distribution of discharge along the whole length of the stream. In our approach we used the method as a learning tool to test, and more important, to reject hypotheses. In such a top-down approach, stepwise improvement of the model should be coupled with expert knowledge. Since a large number of different observations are needed to constrain the calibration parameters, all parameters and scenarios should be discussed for their physical meaning and realism (Seibert and McDonnell, 2002).

During the first discharge peak we calibrated 3 parameters: \( W_R \), \( T_R \) and stream losses. In our case study \( W_R \) has limited physical meaning, since it corrects for errors in observed rainfall and discharge. The intensive rainstorm lasted for less than 10 min, while the logging interval of both rainfall and discharge was also 10 min, which makes it likely
that observed discharged is underestimated. Because “rain on water” and saturation overland flow is the main process causing the first discharge peak, a higher $W_R$ could easily correct for these errors in the observations. Yet, the obtained value of 1.7 m seems realistic, since it is only slightly larger than the stream width itself.

The temperature of the rain ($T_R$) is difficult to measure. As a first estimate air temperature was taken. However, the simulated in-stream temperature appeared to be too high during and just after the rainstorm, which was the reason to decrease this temperature with 2.4 °C. This corresponds with the wet bulb temperature obtained with a relative humidity of 80 %, which is similar to the observed relative humidity in Ettelbruck (∼6 km from the site).

We conclude that infiltration losses are relative to in-stream discharge, while gains of water are constant over time. We explain that with the fact that the whole catchment was relatively dry during the studied period and a 6.4 mm rainstorm is likely not enough to increase the groundwater level or to initiate runoff from the hillslopes. Infiltration losses, on the other hand, can be large under these conditions and can vary with discharge. When the width of the stream increases, the water can infiltrate in the initially dry part of the streambed.

Figure 4, line $a$ shows that when the infiltration loss between 60 and 77 m is taken constant over time, the simulated peak in downstream discharge occurs 50 min too late. This indicates that the observed downstream discharge is not the same peak as the observed upstream peak, but that it originates from different water. This means that (1) the upstream discharge peak should disappear in-between the upstream and downstream V-notch weirs and (2) another source of water is responsible for the observed downstream discharge peak.

The second point can be easily explained by an increased amount of “rain on water”: when increasing the stream width on which rain turns immediately into runoff to 1.7 m the observed downstream peak discharge was simulated correctly. To verify the first point, a location (or locations) has to be identified where the excess water infiltrates. The already existing infiltration loss between 60 and 77 m is a very likely
place. Also because the simulated temperature anomaly caused by the lateral inflow at 104 m will be a factor 2 too small if the discharge peak is not reduced upstream of this point. This gives us confidence that the infiltration loss between 60 and 77 m is not constant but a function of stream discharge during these dry antecedent conditions.

The variability of the infiltration loss between 233 and 247 m is less clear. Assuming a constant loss in this reach, would result in a simulated downstream discharge peak lasting 15–20 min longer than observed, thus making the discharge peak wider. Compared to the losses between 60 and 77 m, the infiltration losses between 233 and 247 m are less identifiable as the difference between simulated and observed downstream discharge are quite small. Yet, a variable loss of 45 % of upstream discharge gave the best results.

The different hyporheic exchange scenarios were tested during the second discharge peak because during the first discharge peak, the different scenarios did not lead to significantly different temperatures. This could be because the discharge peak was not long enough to influence the temperature in the hyporheic zone. The different scenarios during the second peak indicate that between 0 and 250 m $q_{hyp}$ and $A_{hz}$ are variable with varying discharge, while downstream of 250 m they remain constant with varying discharge (Fig. 6a). A possible explanation for this spatial variability is that between 0 and 250 m, the width of the stream increases a lot during peak discharge: about 1.7 times during the second discharge peak and between 75 and 90 m the width increases to 6–10 times the original width, compared to a factor 1 to 1.3 for the area downstream of 250 m. This results in a much higher contact area between the stream and hyporheic zone. Beside the increase in stream width, more upwelling groundwater could influence the hyporheic exchange as well (Harvey and Bencala, 1993; Harvey et al., 1996). However, as stated before, the catchment was dry, so in our case an increase in upwelling groundwater is not so likely.

The main objective of this study was to see where and when discharge was generated. Here we tested 3 hypotheses about the location of the missing water to close the water balance. The tested locations were chosen after the first results of the reference simulation of the second peak. In principle, each location could be tested, but with knowledge of the field site, only 3 locations were considered feasible. The location of the diffuse source (250–350 m) was chosen, since it directly influence the in-stream temperature at this location. However, because the catchment was relatively dry and the the rainstorm small, this hypothesis is not so likely. The hypothesis of an increase of the existing source at 178 m seems realistic, since only some extra water is needed to increase the lateral inflow. However, our model results (especially expressed in RMSE$_L$ and Fig. 7) gave reasons to reject this hypothesis.

In the third scenario, we hypothesized that a bypass becomes active during the second discharge peak. An active bypass was observed during higher flows, and therefore it is likely that it happened during this event as well. It also means that a significant amount of water that we accounted for as infiltration loss between 60 and 77 m, filled the dry bypass, and only when the whole bypass was saturated, it connected to the stream again. The initial wetting up of the bypass would also explain the time lag between the first discharge peak and the activation of the bypass. Overall, the third scenario seems the most likely one.

5.2 Limitation of method

Because temperature is used as a natural tracer, sufficient temperature fluctuations, both in space and time, are needed to be able to distinguish between different fluxes. Unfortunately, we therefore could only apply this method during a warm low flow period as we use natural heating via solar input. During winter, we observed temperature fluctuations that were too small to apply this method. Even during larger summer rainstorms, the spatial and temporal temperature fluctuations were not large enough to differentiate between different runoff fluxes. We have to conclude that during high water conditions, when subsurface storm flow becomes active and hydrologically it becomes more interesting, the method cannot rely on solar energy input, but sufficient additional energy has to be added to the stream with, for example, a powerful heat exchanger or by adding ice (we recognize that these methods also have their practical limitations). Another way would be to test this method downstream of reservoirs. For example: Toffolon et al. (2010) reported temperature increases of 3 to 4 °C due to releases from a reservoir, with stream discharges in the order of 10 m$^3$s$^{-1}$.

Another interesting question was what would happen with the hyporheic exchange during non-steady state discharge conditions. The relation between hyporheic exchange and discharge or cross-sectional area is not known a priori. For reasons of clarity, we only tested the linear relation between $q_{hyp}$ and cross-sectional area as described by Runkel (1998), versus no relation at all, while $A_{hz}$ was assumed to be linearly dependent with the wetted perimeter. Although these relationships are arbitrary, it gives a first estimate of how hyporheic exchange varies with discharge.

In our case study the spatial and temporal distribution of both, hyporheic exchange and discharge had to be taken into account. In streams with limited hyporheic exchange, it is possible to focus only on the discharge distribution, making the method more reliable. The same is true when limited gains and losses are present in a stream. In such a case it may be possible to test more complex relations between hyporheic exchange and discharge.

6 Conclusions

In this paper we demonstrate a new method to identify spatial and temporal dynamics of in-stream discharge. We com-
bined a routing model with an advection-dispersion model and an energy balance model, which we compared with both, discharge observations and high resolution temperature observations. This model was calibrated for steady state discharge by Westhoff et al. (2011). In the present study, it was used to unravel discharge dynamics during a small but intense summer rainstorm.

We used the model as a learning tool, where hypotheses were formulated, tested and rejected or accepted. We showed that during this rainstorm gains of water remained constant for the whole simulation period, while losses of stream water increased with increasing discharge. This resulted in large dampening of the observed upstream peak discharge. “Rain on water” and saturation overland flow in the riparian zone were likely the main processes responsible for the first discharge peak. For the second discharge peak, we conclude that most likely a bypass becomes active, which first had to be filled, before it was connected to the stream again.

Hyporheic exchange is likely to be variable with discharge in the upstream half of the stream, where the stream width increases significantly with increasing discharge, while in the downstream half temperature was better simulated if a constant hyporheic exchange was assumed.

Overall, the proposed method offers more detailed insight in spatial and temporal discharge dynamics while routing a small summer rainstorm through the stream. However, for now application of this method is limited, because a large amount of energy input is needed to create large enough temperature differences in both space and time. In our case, we used only natural temperature variations, which made this method only applicable for a small intensive summer rainstorm, during low initial discharge. To apply this method during higher discharge or less favorable meteorological circumstances, more (artificial) energy input is needed. A possible way forward may be to test this method downstream of a large dam or reservoir.
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