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Abstract. We present in this paper a new approach that uses supervised machine learning techniques to improve the performances of optimization algorithms in the context of mixed-integer programming (MIP). We focus on the branch-and-bound (B&B) algorithm, which is the traditional algorithm used to solve MIP problems. In B&B, variable branching is the key component that most conditions the efficiency of the optimization. Good branching strategies exist but are computationally expensive and usually hinder the optimization rather than improving it. Our approach consists in imitating the decisions taken by a supposedly good branching strategy, strong branching in our case, with a fast approximation. To this end, we develop a set of features describing the state of the ongoing optimization and show how supervised machine learning can be used to approximate the desired branching strategy. The approximated function is created by a supervised machine learning algorithm from a set of observed branching decisions taken by the target strategy. The experiments performed on randomly generated and standard benchmark (MIPLIB) problems show promising results.
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1 Introduction

Mixed-Integer Programming (MIP) problems are optimization problems in which some, or all, of the variables can only take integral values. This type of problems is ubiquitous in many areas such as operations research and power systems. Scheduling [8], shortest path finding [23] and power systems security management [16] are some typical applications modeled in the form of MIP problems.

Most MIP solvers are based on the branch-and-bound (B&B) algorithm [18]. B&B constructs an optimization tree that enumerates only the interesting candidate solutions. Each node of the tree corresponds to a version of the initial problem in which some integrality constraints on the variables have been relaxed.
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The optimization tree is built in such a way that each node has one additional integrality constraint, i.e. one variable is forced to an integral value, than its parent node. Therefore, the solutions of the initial problem (respecting all initial integrality constraints) are traditionally found in the deeper nodes. For a given problem, there exist many possible optimization trees, of different sizes, because there are usually several possible integrality constraints that can be added to one node to create its children. A branching strategy is a function that arbitrates between those possible choices with the goal of yielding a tree that is as small as possible.

Over the years, numerous fundamental features, such as cutting planes, presolve, heuristics or advanced branching strategies, have been added to the solvers in order to improve their performances [4]. However, among those additional features, branching, i.e. the process that divides the feasible region into two or more subproblems, is probably the key component that most conditions the efficiency of a solver [4].

Different branching strategies create different optimization trees, of different sizes, and a good branching strategy is typically designed such that the number of nodes of the tree that it induces is as small as possible. However, taking branching decisions that minimize the total number of explored nodes is usually time consuming. Accordingly, branching strategies need to find a good tradeoff between the time spent to take a decision and the overall optimization time that is directly influenced by the number of explored nodes. One of the most effective strategy in terms of the size of the optimization tree is known as strong branching. This heuristic is however very time consuming and therefore unusable in practice.

Our goal is to overcome the large computational overhead resulting from a strong branching decision, while keeping the size of the tree as small as possible. Speeding up strong branching-like decisions is not a new idea, as it is already behind other branching heuristics such as reliability branching [2] or non-chimerical branching [13]. In this paper, we propose an alternative approach that uses machine learning techniques to imitate the strong branching decisions in an efficient way. More specifically, we propose a two-phased approach that yields a ‘learned’ branching strategy that can be used within B&B as an approximation of strong branching. The first phase consists in optimizing a set of training problems with strong branching as branching heuristic in order to generate a set of branching decisions. During this phase, each branching decision is recorded in a learning set that will then be used by a supervised machine learning algorithm to learn a function imitating strong branching decisions. In the second phase, we introduce, as any other branching heuristic, the learned heuristic into B&B, and evaluate its efficiency on a set of standard benchmark problems, the MIPLIB [3,9]. Although the performances of the learned branching strategy are still a little below state-of-the-art methods, the results show that our approach succeeds in efficiently approximating strong branching decisions.

The idea of observing past branching decisions in order to improve the branching choices made by B&B has already received some attention in the
integer programming literature [12,17]. The main differences between our approach and previous work are that, in this paper, the ‘learning’ phase is done in an off-line fashion and that we use a ‘real’ machine learning algorithm. Indeed, once the branching heuristic is learned from the learning set with a learning algorithm, the learned heuristic can be included directly into B&B, without requiring a new learning phase each time a problem needs to be solved. This stands in contrast with other ‘learning-based’ approaches to variable branching [12,17] that require for each problem to solve a new time-consuming ‘learning’ phase.

2 Preliminaries

In this paper, we address binary Mixed-Integer Linear Programming (MILP) problems of the form

\[
\begin{align*}
\text{min} & \quad c^\top x \\
\text{s.t.} & \quad Ax \leq b \\
& \quad x_j \in \{0, 1\} \ \forall j \in I \\
& \quad x_j \in \mathbb{R}_+ \ \forall j \in C,
\end{align*}
\]

where \( c \in \mathbb{R}^n \), \( A \in \mathbb{R}^{m \times n} \) and \( b \in \mathbb{R}^m \) respectively denote the cost coefficients, the coefficient matrix and the right-hand side. \( I \) and \( C \) are two sets containing the indices of the integer and continuous variables respectively. We denote the solution at a given node of the B&B by \( x^* \) and we will call, with a little abuse, the variable \( x_i \), with \( i \in I \), a fractional variable if it has a fractional value in the current solution \( x^* \). The set of fractional variables of \( x^* \) is denoted \( F \). The value \( c^\top x' \) is called the objective value of the solution \( x' \).

The branch-and-bound (B&B) algorithm [18] is the traditional approach to solve problems that can be reformulated in the form of (1). For the reader unfamiliar with B&B, we concisely explain in the following its main mechanics in the case of binary MIP problems\(^1\).

B&B builds an optimization tree in which each node represents a version of the initial optimization problem where some integrality constraints of the variables in \( I \) have been relaxed, i.e. \( x_i \in [0, 1] \) for some \( i \in I \). Because some integrality constraints are relaxed, the problem contained in each node is called a linear programming relaxation (LP-relaxation) of the initial problem, and is solved with a traditional linear programming method, e.g. the simplex [10]. If the solution found at one node, i.e. the solution of one LP-relaxation, violates some of the initial integrality constraints that remain relaxed at the current node, i.e. the set \( F \) is non empty, the algorithm creates two nodes, corresponding to two new subproblems. To create them, B&B adds to the current subproblem additional constraints for variable \( i \in F \) such that these constraints cut, from the current set of feasible solutions, the current value of variable \( i \), i.e. \( x^*_i \not\in \mathbb{Z} \).

\(^1\) We present the B&B in the case of a minimization problem, but a similar reasoning applies when the problem is a maximization problem.
In the case of binary problems, one subproblem is created by adding to the current subproblem one constraint of the form \( x_i \leq 0 \) and the other subproblem is created by the addition of \( x_i \geq 1 \), such that variable \( i \) is forced to an integral value in the descendants of those nodes. This operation is called branching on variable \( i \). On the other hand, when the solution found at one node respects all initial integrality constraints, i.e. the set \( F \) is empty at that node, then the algorithm has found a solution (not necessarily optimal) of the problem and the exploration of that branch of the tree is stopped. The optimization tree is built so that such solutions are found in deeper nodes of the tree. B&B can also decide not to explore one node if the objective value at that node is greater than the objective value of the best (integral) solution found thus far. Once the tree has been entirely explored, the integral solution with the smallest objective value is returned as the optimal solution of the initial problem.

The branching strategy, i.e. the function that chooses a variable \( i \) in the set \( F \), is probably the component of B&B that most influences the efficiency of the optimization. Indeed, the branching strategy directly influences the number of nodes that the algorithm has to explore before terminating. This number of nodes has of course to be as small as possible so as to minimize the time required to solve a problem. The most common branching strategies are presented in Section 3.

### 3 Related work

Branching strategies have been extensively studied in the literature, and we briefly review here some key contributions to that field. The simplest criterion, known as **most-infeasible branching**, consists in branching on the variable that has the greatest fractional part, i.e. the variable whose fractional part is closest to 0.5. However, most-infeasible branching is known to perform poorly in practice and other methods, such as **pseudocost branching** [6], have later been developed. Pseudocost branching keeps a history of the dual bound increases observed during previous branchings, and uses this information to estimate the dual bound improvements for each candidate variable at the current node. Although pseudocost branching is very efficient in terms of computation time, the branchings performed at the very beginning of the B&B tree might be inefficient as no reliable history has been recorded at that time. Later, Applegate et al. [5] proposed a strategy, known as **strong branching**, that overcome this limitation. Strong branching explicitly evaluates the dual bound increase for each fractional variable by actually computing the LP-relaxations resulting from the branching on that variable. The variable that leads to the largest increases is chosen as branching variable for the current node. Despite its apparent simplicity, strong

---

2 The dual bound refers to the smallest objective value of all open nodes in the optimization tree. In the context of branching, the dual bound increase refers to the difference between the objective value at the current node and the objective value at one child node. The dual bound increase thus reflects the price one has to pay, in terms of the objective value, to enforce the integrality constraint of a variable.
branching is, up to now, the most efficient branching strategy in terms of the number of B&B nodes. However, this efficiency is achieved at the expense of computation time, and strong branching is unfortunately intractable in practice. More recently, Achterberg et al. [2] proposed to combine the advantages of both pseudocost and strong branching in a branching strategy called reliability branching. Many other branching strategies have been developed for the past 15 years, such as inference branching [19], non-chimerical branching [13], active constraint branching [22] or cloud branching [7], but their thorough description is beyond the scope of this paper. Finally, let us mention hybrid branching [1], which is probably today’s state-of-the-art branching strategy. Hybrid branching efficiently combines five scores obtained from other common branching strategies, and is used as the main branching strategy in CPLEX 12.5 [4].

Following the ideas introduced by pseudocost branching, researchers have recently started investigating branching strategies that rely on information collected through multiple B&B restarts. Backdoor branching [12] and information-based branching [17] are two key contributions to this aspect. The mechanism of these strategies is two-phased. During the first phase, the optimization of the current problem is restarted from the beginning multiple times, and the algorithm harvests some statistics about each run. In the second phase, the real optimization starts and the harvested information is used to take efficient branching decisions. The idea behind those methods is to quickly and briefly explore different parts of the B&B tree and to decide, based on those shallow explorations, which part it is better to focus on. The work presented in this paper relies on the very same basic idea: explore the search space (in some way or another) and, based on this exploration, quickly decide which branchings are good, and which are not.

Machine learning has already been used to improve optimization algorithms in other contexts. For example, the idea has been applied in the context of SAT solvers to automatically tune the parameters of an algorithm to the instance being solved [15]. Machine learning has also been used to learn search heuristics able to efficiently explore the search space in specific contexts, such as special instances of combinatorial problems [21,24], and protein structure prediction [20]. However, this is the first time, to our knowledge, that machine learning is used in the context of branching in B&B.

4 Problem statement

4.1 Functional form of branching strategies

Any branching heuristic can be formulated in a generic functional form $B$ such that $B : (i, \cdot) \mapsto \mathbb{R}$, where $i$ represents the candidate branching variable, and $\cdot$ represents undefined parameters. The branching variable $i^*$ is chosen as the one that maximizes the scores given by $B$, i.e.

$$i^* = \arg \max_{i \in F} B(i, \cdot).$$
The functional form $B$ is different for every branching criterion, and proposing a new branching heuristic merely consists in providing a new $B$, including its implementation and the specification of its arguments.

For example, in the case of most-infeasible branching (MIB), $B_{\text{mib}}$ only requires the current fractional solution to output a score for a variable. Then, the functional form of MIB is written

$$B_{\text{mib}}(i, x^*) = \min (x_i^* - \lfloor x_i^* \rfloor, \lceil x_i^* \rceil - x_i^*).$$

Another example is strong branching (SB), which requires more input arguments as it needs more information to take a decision. The functional form of strong branching is $B_{\text{sb}}(i, c, A, b, x^*, l^*, u^*)$, where $l^*$ and $u^*$ respectively represent the lower and upper bounds of the variables at the current node. The implementation of $B_{\text{sb}}$ consists in creating two subproblems by changing the upper and lower bounds of variable $i$ ($\in F$) in the current problem respectively to $\lfloor x_i^* \rfloor$ and $\lceil x_i^* \rceil$. The LP-relaxations of these subproblems are then solved and, for each subproblem, the difference between the objective value of the subproblem and the current problem is computed. These differences represent the objective increases observed between the current node and the subproblems when tighter bounds are used for the variable $i$. The output of $B_{\text{sb}}$ is finally given by the product of the computed differences.

### 4.2 Learning branching decisions

We propose to use machine learning to create a branching heuristic that approximates strong branching. In other words, the branching heuristic $B_{\text{learned}}(i, \phi_i)$ that we suggest is such that

$$B_{\text{learned}}(i, \phi_i) \approx B_{\text{sb}}(i, c, A, b, x^*, l^*, u^*), \quad (2)$$

where $\phi_i$ is a feature vector describing the state of the optimization problem at the current node from the perspective of variable $i$. The feature vector $\phi_i$ does not describe the current node of the B&B, but rather describes variable $i$ in the current node. Those features need to be computationally efficient and have to well represent the problem at the current B&B node from the perspective of variable $i$. Section 5 explains in more details how the features are designed.

In order to apply a supervised machine learning algorithm to create $B_{\text{learned}}$, we need a dataset of input-output pairs observed from the function we are trying to approximate. The inputs are given by the features $\phi_i$ described in the next section and the output is simply the strong branching score $B_{\text{sb}}(i, c, A, b, x^*, l^*, u^*)$. Once the inputs and the output are specified, a dataset $D_{\text{sb}}$ of strong branching decisions can be created, before being fed to the learning algorithm. Such a dataset is created by simply recording all the pairs $(\phi_i, B_{\text{sb}}(i, \cdot))$ generated for each fractional variable encountered during the optimization of a set of problems with strong branching as branching strategy.
5 Features describing a variable in the current state of the problem

The features are the key component of our approach as they critically condition the efficiency of the method. On the one hand, the features need to be complete and precise in order to describe the state of the problem as accurately as possible. On the other hand, they need to be efficient to compute. It is important to keep this tradeoff in mind, because there are many good features that could have a great positive impact on the efficiency of the method, but that are too expensive to compute. An example of such features is the objective increase obtained when branching is performed on a variable, i.e. the numbers that are actually used by strong branching to take a decision. Using such features in our approach is prohibited because of the huge computational overhead required by their computation.

Before describing the features that we used, we need to emphasize the three properties that these features should have. First, the number of features need to be independent of the size of the problem. Indeed, the learning algorithm that we selected can cope only with datasets in which all the feature vectors $\phi_i$ have the same number of elements. If this number depends on the size of the problem, a different branching strategy must be learned for each problem size. This is of course an impractical situation, and enforcing the size-independency is the best way to obtain a single learned branching strategy that can be used for any problem size. This might seem a straightforward requirement, but the size-independency is not trivial to achieve. Elementary features such as $c_i$, $A$ or $b$ can not be used directly in that case. Another important requirement is that the features should be invariant with respect to irrelevant changes in the problem, such as row or column permutation. Finally, the developed features need to be independent of the scale of the problem.

The features $\phi_i$ that we describe assume that the problem is in the canonical form (1). Each feature vector $\phi_i$ is computed for variable $i$ at the current node, before being fed to $B_{\text{learned}}$. The features are divided into three subsets representing different aspects of the optimization state, namely ‘static problem features’, ‘dynamic problem features’ and ‘dynamic optimization features’.

5.1 Static problem features

The first set of features is computed from the sole parameters $c$, $A$ and $b$. They are calculated once and for all and they represent the static state of the variable $i$ in the problem. Their goal is to give an overall description of the variable in the problem. These features are designed such that the aforementioned requirements are fulfilled. The first three of them are devoted to the description of the current variable in terms of the cost function. Besides the sign of the element $c_i$, we also use $|c_i|/\sum_{j:c_j\geq0}|c_j|$ and $|c_i|/\sum_{j:c_j<0}|c_j|$. Distinguishing both is important because the sign of the coefficient in the cost function is of utmost importance to evaluate the impact of a variable on the objective value.
The second class of static features is meant to represent the influence of the coefficients of variable $i$ in the coefficient matrix $A$. We develop three measures, namely $M_{1j}^1(i)$, $M_{1j}^2(i)$ and $M_{1j}^3(i)$, that describe variable $i$ within the problem in terms of the constraint $j$. Once the values of the measure $M_{kj}^k(i)$ are computed for $k \in \{1, 2, 3\}$, the features added to the feature vector $\phi_i$ are given by $\min_j M_{kj}^k(i)$ and $\max_j M_{kj}^k(i)$ for $k \in \{1, 2, 3\}$. The rationale behind this choice is that, when it comes to describing the constraints of a given problem, only the extreme values are relevant.

The first measure $M_{1j}^1(i)$ is composed of two parts, namely $M_{1j}^{1+}(i)$ and $M_{1j}^{1-}(i)$, respectively given by

$$M_{1j}^{1+}(i) = A_{ji}/|b_j|, \forall j \text{ such that } b_j \geq 0;$$
$$M_{1j}^{1-}(i) = A_{ji}/|b_j|, \forall j \text{ such that } b_j < 0.$$

The minimum and maximum values (with respect to $j$) of $M_{1j}^{1+}(i)$ and $M_{1j}^{1-}(i)$ are then added to the features of variable $i$, to indicate by how much that variable contributes to the constraint violations.

Measure $M_{2j}^2(i)$ models the relationship between the cost of a variable and the coefficients of that same variable in the constraints. Similarly to the first measure, $M_{2j}^2(i)$ is split into $M_{2j}^{2+}(i)$ and $M_{2j}^{2-}(i)$ that are given by

$$M_{2j}^{2+}(i) = |c_i|/A_{ji}, \forall j \text{ with } c_i \geq 0;$$
$$M_{2j}^{2-}(i) = |c_i|/A_{ji}, \forall j \text{ with } c_i < 0.$$

As for the previous measure, the feature vector $\phi_i$ contains both the minimum and the maximum values of $M_{2j}^{2+}(i)$ and $M_{2j}^{2-}(i)$.

Finally, the third measure $M_{3j}^3(i)$ represents the inter-variable relationships within the constraints. The measure is split into four components according to the signs of the elements of $A$. These values are computed according to

$$M_{3j}^{3+}(i) = |A_{ji}|/\sum_{k:A_{jk} \geq 0} |A_{jk}|, \text{ for } A_{ji} \geq 0;$$
$$M_{3j}^{3-}(i) = |A_{ji}|/\sum_{k:A_{jk} \geq 0} |A_{jk}|, \text{ for } A_{ji} < 0;$$
$$M_{3j}^{3+}(i) = |A_{ji}|/\sum_{k:A_{jk} < 0} |A_{jk}|, \text{ for } A_{ji} \geq 0;$$
$$M_{3j}^{3-}(i) = |A_{ji}|/\sum_{k:A_{jk} < 0} |A_{jk}|, \text{ for } A_{ji} < 0.$$

Again, the minimum and maximum of the four $M_{3j}^3(i)$ computed for all constraints are added to the features.

### 5.2 Dynamic problem features

The second type of features is related to the solution $x^*$ of the problem at the current B&B node. Those features contain the proportion of fixed variables at
the current solution; the up and down fractionalities of variable \(i\); the up and down Driebeck penalties [11] corresponding to variable \(i\), normalized by the objective value at the current node, i.e. \(c^\top x^*\); and the sensitivity range of the objective function coefficient of variable \(i\), also normalized by \(|c_i|\).

5.3 Dynamic optimization features

The last set of features is meant to represent the effect of variable \(i\) in the overall optimization. When branching is performed on a variable, the objective increases are stored for that variable. From these numbers, we extract statistics for each variable: the minimum, the maximum, the mean, the standard deviation and the quartiles of the objective increases. As those features should be independent of the scale of the problem, we divide each objective increase by the objective value at the current node, such that the computed statistics correspond to the relative objective increase for each variable. Similarly, we compute the pseudocosts throughout the entire optimization, and the pseudocosts associated with the current variable are added to the features. Again, because we need to be independent of the scale of the problem, the pseudocosts are divided by the objective value of the initial LP-relaxation, i.e. the objective value at the root node. Finally, the last feature added to this subset is the number of times variable \(i\) has been chosen as branching variable, normalized by the total number of branchings performed.

6 Experiments

6.1 Problem sets

The typical evaluation procedure in machine learning consists in evaluating a function learned from a dataset on a different dataset. If the function is both learned and evaluated on the same dataset, the estimated performance might be too optimistic and might thus not reflect the overall performance of the learned function. To prevent this, the datasets are usually separated in two parts: one part is used for learning (training set), and the second part is used for assessing the results (test set).

The MIPLIB problems constitute the standard benchmark in the integer programming community to compare different branching strategies. However, the number of problems in the MIPLIB sets that meet our requirements (binary MIP problems and reasonable size) is rather small. Splitting those problems into a set of training problems and a set of test problems will thus yield two sets with too few problems inside. To settle this problem in such a way that the number of problems in the training and test sets is sufficient, we use the entire MIPLIB set to assess the branching strategies (test set) and use a different set of problems to learn the branching strategy. In order to populate this set of training problems, we randomly generated binary MIP problems.

In our experiments, we use those two types of problems, namely randomly generated problems, and MIPLIB problems. The random problem sets are used
for both learning (steps 1 and 2) and assessing (step 3) the learned branching heuristic, whereas the MIPLIB problems are only used for assessment (step 3).

**Random problems** We randomly generate three sets of binary-integer or mixed binary-integer minimization problems that each contain two different types of constraints. The possible constraints are chosen among set cover (SC), multi-knapsack (MKN), bin packing (BP), and equality constraints (EQ). We generated problems that contain constraints of type BP-EQ, BP-SC and MKN-SC. The number of variables, the number of constraints, and the values of the elements in the matrices $c$, $A$ and $b$ are randomly generated. The number of variables in these problems is of the order of a couple of hundreds, and the number of constraints is of the order of one hundred. As some of those problems are going to be used to generate the learning dataset, we split each family into a ‘train’ and a ‘test’ set. In the end, we have six datasets ‘BPEQ_train’, ‘BPEQ_test’, ‘BPSC_train’, ‘BPSC_test’, ‘MKNSC_train’ and ‘MKNSC_test’. The test sets contain 50 problems each, while the training sets each contain 25. Tables 1 and 2 summarize statistics about the randomly generated problems. More specifically, those tables respectively contain the bounds on the number of variables and on the number of constraints of the problems contained in each randomly generated set. Those datasets will be made available online or can be provided upon request.

**MIPLIB** To compare the different branching strategies, we use the MIPLIB3 [9] and the MIPLIB2003 [3] problem sets. Indeed, in the integer programming community, the MIPLIB problems are considered as the standard benchmark to compare different integer programming methods. From those two sets, we eliminated the non-binary problems and the problems that were too big. Our final test set contains 44 problems. The complete list is given in Table 3.

### 6.2 Experimental procedure

Our experimental procedure is composed of three steps: (1) we generate a dataset $D_{sb}$ of pairs composed of features and strong branching scores, (2) we learn from $D_{sb}$ a branching heuristic, and (3) we compare the learned branching heuristic with other branching strategies on various problems.

**Step 1: dataset generation** In order to create a dataset of pairs $(\phi_i, s_i)$, we apply the B&B with strong branching as branching heuristic on the problems contained in the sets ‘BPEQ_train’, ‘BPSC_train’ and ‘MKNSC_train’, which we call training problems. At each node explored by B&B during the optimization of those problems, the strong branching score $B_{sb}(i, c, A, b, x^*, l^*, u^*) = s_i$ is computed for each fractional variable $i \in F$, together with the features $\phi_i$ associated with that variable at the current node. The computed strong branching score $s_i$ is then normalized by the objective value at the current node, i.e. $c^\top x^*,$
Table 1. Random problem sets. ‘all’, ‘binary’ and ‘continuous’ respectively indicate the total number, and the number of binary and continuous variables in the problems.

<table>
<thead>
<tr>
<th></th>
<th>Num. problems</th>
<th>Variables</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>all</td>
<td>binary</td>
<td>continuous</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
<td>max</td>
</tr>
<tr>
<td>BPEQ_train</td>
<td>25</td>
<td>201</td>
<td>225</td>
<td>150</td>
<td>179</td>
</tr>
<tr>
<td>BPEQ_test</td>
<td>50</td>
<td>193</td>
<td>234</td>
<td>145</td>
<td>185</td>
</tr>
<tr>
<td>BPSC_train</td>
<td>25</td>
<td>109</td>
<td>136</td>
<td>109</td>
<td>136</td>
</tr>
<tr>
<td>BPSC_test</td>
<td>50</td>
<td>109</td>
<td>137</td>
<td>109</td>
<td>137</td>
</tr>
<tr>
<td>MKNSC_train</td>
<td>25</td>
<td>188</td>
<td>358</td>
<td>188</td>
<td>358</td>
</tr>
<tr>
<td>MKNSC_test</td>
<td>50</td>
<td>185</td>
<td>342</td>
<td>185</td>
<td>342</td>
</tr>
</tbody>
</table>

Table 2. Random problem sets. ‘all’, ‘EQ’, ‘BP’, ‘SC’ and ‘MKN’ respectively specify the total number, and the number of equality, bin packing, set covering and multi-knapsack constraints in the problem sets.

<table>
<thead>
<tr>
<th></th>
<th>Constraints</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all</td>
<td>EQ</td>
<td>BP</td>
<td>SC</td>
<td>MKN</td>
</tr>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>min</td>
<td>max</td>
<td>min</td>
</tr>
<tr>
<td>BPEQ_train</td>
<td>94</td>
<td>138</td>
<td>39</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>BPEQ_test</td>
<td>94</td>
<td>135</td>
<td>39</td>
<td>50</td>
<td>53</td>
</tr>
<tr>
<td>BPSC_train</td>
<td>80</td>
<td>110</td>
<td>-</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>BPSC_test</td>
<td>80</td>
<td>112</td>
<td>-</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>MKNSC_train</td>
<td>108</td>
<td>156</td>
<td>-</td>
<td>-</td>
<td>50</td>
</tr>
<tr>
<td>MKNSC_test</td>
<td>108</td>
<td>160</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

such that the resulting normalized score represents a relative increase of the dual bound at the current node when variable $i$ is selected for branching. This normalization is required to make sure that the score is independent of the scale of the problem. The pairs composed of features and normalized scores are then saved in the dataset $D_{sb}$, which is then used as input of the learning algorithm to generate the learned branching strategy $B_{\text{learned}}(i, \phi_i)$. Because strong branching is a very slow heuristic, optimizing each training problem with strong branching until optimality is reached is intractable. We therefore limit the optimization time of each training problem to one hour. When it comes to generating the learning dataset, the size and the difficulty of the problems also matter. Indeed, the learned branching heuristic can only reflect the branching decisions found in the dataset. It is important that the dataset contains branching decisions from the beginning of the optimization as well as from the very bottom of the B&B tree. This consideration has to be taken into account when choosing the training problems. Indeed, as the learning dataset $D_{sb}$ is generated with strong branching (which is very slow) and because of the time limit, choosing a problem too hard or too big will produce a dataset in which branching decisions taken at the end of the optimization are missing. This is the reason why the problems that we consider in this work are rather small.
Table 3. List of problems from MIPLIB3 and MIPLIB2003

10teams aflow30a aflow40b air03 air04 air05 cap6000 dcmulti
egout fiber fixnet6 harp2 khb05250 1152lav lseu mas74
mas76 misc03 misc06 misc07 mitre mod008 mod010 mod011
modglob nw04 opt1217 p0033 p0201 p0282 p0548 p2756
pk1 pp08a pp08aCUTS qiu rentacar rgn set1ch stein27
stein45 tr12-30 vpm1 vpm2

The dataset $D_{sb}$ originally contains around $10^7$ learning examples. Due to memory limitations, we reduce this number to $10^5$ learning examples, randomly selected from the original $D_{sb}$, which are then used to learn $B_{\text{learned}}(i, \phi_i)$.

**Step 2: learning a branching heuristic** We now apply a supervised machine learning algorithm to the dataset $D_{sb}$ to learn a branching heuristic. In this work, we use Extremely Randomized Trees [14], or ExtraTrees. Our choice is motivated by the simplicity and the computational efficiency of the ExtraTrees. Indeed, the performances of ExtraTrees are very robust against the choice of their parameters, and the default values provided in [14] work very well in practice. The ExtraTrees actually have three parameters: $N$, which is the number of trees in the method; $k$, which is the number of features evaluated at each node during the creation of the trees; and $n_{\text{min}}$, which is the number of training samples contained in a node below which that node becomes a leaf. The number of trees is set to the default value of $N = 100$ in our experiments. The parameter $k$, which represents the number of features that are considered for the creation of the next node in the ExtraTrees, is also set to the default value of $k = |\phi|$. The parameter $n_{\text{min}}$ controls the complexity of the trees. A small $n_{\text{min}}$ yields bigger trees, thus slowing down the prediction of a branching score from the features. Moreover, a small $n_{\text{min}}$ might lead to overfitting the training set. On the other hand, a larger $n_{\text{min}}$ produces smaller trees that allow quicker predictions and that reduce the amount of overfitting. We empirically set the value of $n_{\text{min}}$ to $n_{\text{min}} = 20$. The exact understanding of these parameters is beyond the scope of this paper, and we refer the reader to [14] for a deeper explanation.

**Step 3: comparing branching heuristics** After having generated the dataset $D_{sb}$ and applied the ExtraTrees, we compare our learned branching strategy (learned) to five other branching heuristics namely random branching (random), most-infeasible branching (MIB), non-chimerical branching (NCB) [13], full strong branching (FSB) and reliability branching (RB) [2]. Random branching is a branching strategy in which the branching variable is randomly chosen among the fractional variables. We use the perseverant version of non-chimerical branching [13], and the default parameter values $\lambda = 4$ and $\eta = 8$ for reliability branching [2]. The strong branching LP-relaxations are solved to optimality, and there is no limit on the number of candidate fractional variables at each node.
Two types of experiments are performed, where the optimization is early stopped based on a limit either on the number of explored nodes or on the time spent. The rationale behind those two experiments is to evaluate different aspects of the branching strategies. When the optimization is limited by the number of explored nodes, we can compare the branching strategies based on the closed gap\(^3\) and on the time spent to actually explore that given number of nodes. This sheds some light on how good the decisions taken by a branching strategy are compared to other branching strategies. This experiment also reveals the time needed to actually take a decision. In these conditions, FSB is usually the best in terms of closed gap and the worst in terms of time spent. On the other hand, the time limit is useful to assess different strategies in practical conditions where the number of nodes matters less than the time required to solve a problem. The closed gap is also used in that experiment to assess how far from the optimum the optimization is after a given amount of time. In this case, FSB is typically outperformed, in terms of closed gap, by other strategies.

The computations have been performed on a 16 cores computer composed of two Intel Xeon E5520 (2.27GHz, 8 cores) with 8MB cache and 32GB RAM running CPLEX 12.2. To assess only the performances of the different branching strategies, we disable heuristics, cuts and presolve in CPLEX. Furthermore, for each optimization, only one core is made available so that parallelism is disabled as well.

7 Results

We now present a selection of results comparing our approach to the other branching strategies (random, MIB, NCB, FSB, and RB). Tables 4, 5 and 6 show these results. In these tables, ‘gap’ refers to the closed gap, and ‘term.’ indicates the number of problems that terminated within the given nodes or time limit. ‘Nodes’ and ‘time’ respectively represent the number of explored nodes and the time spent (in seconds) before the optimization either finds the optimal solution, or stops earlier because of one stopping criterion. Those values are measured separately for each problem and are averaged in the tables. We applied the six branching strategies on the random test problems (‘BPEQ$\_test$', ‘BPSC$\_test$’ and ‘MKNSC$\_test$’) and on the selected MIPLIB problems.

7.1 Results for the randomly generated problems

Table 4 first shows the overall results achieved on the random test problem sets for both stopping criteria. Those results show that our approach succeeds in efficiently imitating FSB. Indeed, the experiments performed with a limit on the number of nodes show that the closed gap is only 9% smaller, while the

\(^3\) The closed gap ($\in [0; 1]$) is the ratio of the difference between the current dual bound and the objective value of the initial LP-relaxation, to the difference between the optimal objective value and the objective value of the initial LP-relaxation. A value close to 1 indicates that the optimization is almost finished.
Table 4. Results for the problems of BPEQ\_test, BPSC\_test and MKNSC\_test.

<table>
<thead>
<tr>
<th>Node limit (10^5 nodes)</th>
<th>Time limit (10 min.)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Term. Gap</td>
</tr>
<tr>
<td>Term. Gap</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Random</td>
<td>0.41</td>
</tr>
<tr>
<td>MIB</td>
<td>0.56</td>
</tr>
<tr>
<td>NCB</td>
<td>0.67</td>
</tr>
<tr>
<td>FSB</td>
<td>0.68</td>
</tr>
<tr>
<td>RB</td>
<td>0.65</td>
</tr>
<tr>
<td>Learned</td>
<td>0.62</td>
</tr>
</tbody>
</table>

Table 5. Results for the MIPLIB problems. Node limit = 10^5 nodes.

<table>
<thead>
<tr>
<th>Solved by all methods</th>
<th>Not solved by at least one method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term. Nodes</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Random</td>
<td>1,974</td>
</tr>
<tr>
<td>MIB</td>
<td>2,532</td>
</tr>
<tr>
<td>NCB</td>
<td>879</td>
</tr>
<tr>
<td>FSB</td>
<td>692</td>
</tr>
<tr>
<td>RB</td>
<td>1,123</td>
</tr>
<tr>
<td>Learned</td>
<td>1,194</td>
</tr>
</tbody>
</table>

Table 6. Results for the MIPLIB problems. Time limit = 10 min.

<table>
<thead>
<tr>
<th>Solved by all methods</th>
<th>Not solved by at least one method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Term. Nodes</td>
<td>Time (s)</td>
</tr>
<tr>
<td>Random</td>
<td>29,588</td>
</tr>
<tr>
<td>MIB</td>
<td>14,931</td>
</tr>
<tr>
<td>NCB</td>
<td>7,051</td>
</tr>
<tr>
<td>FSB</td>
<td>5,687</td>
</tr>
<tr>
<td>RB</td>
<td>6,895</td>
</tr>
<tr>
<td>Learned</td>
<td>14,008</td>
</tr>
</tbody>
</table>

time spent is reduced by 85% compared to FSB. The experiments with a time limit show that the reduced time required to take a decision allows the learned strategy to explore more nodes, and to thus further close the gap than FSB. While these results are encouraging, they are still slightly worse than the results obtained with RB, which is both closer to FSB and faster than our approach.

7.2 Results for the MIPLIB problems

Tables 5 and 6 show the results obtained respectively with a node limit and a time limit on the MIPLIB problems. In those experiments, we separated the problems that were solved by all methods, from the problems that were not solved by at least one of the compared methods. Similarly to the results obtained on the random problem sets of Table 4, the proposed branching strategy compares favorably with strong branching both on the node limit and time limit experiment. Nonetheless, the results obtained with the learned branching strategy are still a little below the results obtained with reliability branching.

8 Conclusion

In this paper, we proposed a new approach to design branching strategies for MILP problems that is based on supervised machine learning. The approach
consists in observing branching decisions taken by a supposedly good strategy, full strong branching (FSB) in our case, and to imitate those decisions. To this end, we develop a set of features that are used to characterize the current state of the problem in the B&B tree from the perspective of a particular variable. This set of features is then used as the input of the learned branching heuristic in order to predict the expected increase of the objective value that a branching on this variable would produce. The experiments show that our approach succeeds in approximating strong branching and in speeding up the decision process. However, the performances of our approach are still a little below state-of-the-art methods.

The underlying mechanism of our approach is not different from other popular branching heuristics. Indeed, in both cases, features are computed from the current state of the problem, and then used to decide which variable to branch on. In our approach, however, we may include many types of features, including those used by the popular strategies. The approach is able to sort out which of those features are useful, and to automatically determine how to combine them to rank branching decisions. In that sense, we can see our method as a very general branching strategy that can imitate any other heuristic, as long as the appropriate features are provided. Our method can also discover novel heuristics by combining the features used by several popular methods with novel ones.

Further research orientations include the development of more relevant features that would allow the learned branching policy to get closer to strong branching. Another potential improvement direction could be to consider other more efficient and potentially more time-consuming branching strategies that could favorably replace strong branching as model for the machine learning algorithm.

Although our study in this paper is totally devoted to the imitation of FSB in the context of B&B on MILP problems, the same framework can be transposed to imitate any search heuristic deemed appropriate for solving any class of optimization problems.
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