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The paper investigates the feasibility of applying Model Predictive Control (MPC) as a viable strategy to
damp wide-area electromechanical oscillations in large-scale power systems. First a fully centralized
MPC scheme is considered, and its performances are evaluated first in ideal conditions and then by con-
sidering state estimation errors and communication delays. This scheme is further extended into a dis-
tributed scheme with the aim of making it more viable for very large-scale or multi-area systems.
Finally, a robust hierarchical multi-area MPC scheme is proposed, introducing a second layer of MPC
based controllers at the level of individual power plants and transmission lines. Simulations are carried
out using a 70-bus test system. The results reveal all three MPC schemes as viable solutions to supple-
ment existing controllers in order to improve the system performance in terms of damping. The hierar-
chical scheme is the one combining the best performances in nominal conditions and the best robustness
with respect to partial component failures and various modeling and measurement errors.

� 2014 Elsevier Ltd. All rights reserved.
1. Introduction

Some characteristics of modern large-scale electric power
systems, such as long transmission distances over weak grids,
highly variable generation patterns and heavy loading, tend to in-
crease the probability of appearance of sustained wide-area elec-
tromechanical oscillations. The term ‘‘wide-area’’ is used here to
emphasize the possible co-existence of local and inter-area oscilla-
tion modes of different frequencies that might appear simulta-
neously in different parts of large-scale systems. Such oscillations
threaten the secure operation of power systems and if not con-
trolled efficiently can lead to generator outages, line tripping and
large-scale blackouts [1–3]. Current automatic control systems, de-
signed to address low-frequency oscillations, are mostly based on
very local control strategies realized through Power System Stabi-
lizers (PSSs) and FACTS devices.

The emergence of new technological solutions such as synchro-
nized phasor measurement devices and improved communication
infrastructures enable the development of Wide Area Measure-
ment Systems (WAMS) [4] and the design of new types of control-
lers [5]. Such controllers may be designed from the perspective of
the whole system, focus on a wider spectrum of oscillation modes
and offer improvements with respect to current local control
strategies.
In this paper, such controllers to damp power system electro-
mechanical oscillations are proposed, based on the following
observations:

� The control rules and parameters of current automatic control
systems are usually fixed and determined in off-line studies
using time-domain simulations, Prony or eigenanalysis [1,3],
and are based on local voltages, generator speeds or line powers
as inputs. Increasing uncertainties brought by renewable gener-
ation, and the growing complexity resulting from new power
flow control devices, make the robustness of these designs
become questionable, yielding the need for more efficient,
adaptive, and more widely coordinated control schemes.
� A promising option would be a control strategy able to auto-

matically adjust its control actions to the changing nature of
the system. Since power system dynamics can be quite accu-
rately modeled [4], and given the recent progresses in large-
scale optimization, a natural idea is to apply MPC [6] to design
such control strategies.
� MPC is a proven technique with numerous real-life applications

in different engineering fields [7] and it may be designed in dif-
ferent ways: centralized [6], distributed [8,9] and hierarchical
[9].
� Among existing MPC formulations [6,7], those proven in other

fields [7], i.e. linear MPC formulation, should be considered
first.
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In this work, a series of MPC controllers is considered, which
can be activated by faults or special local states, or run all the time.
These MPC controllers collect system states at a given time inter-
val, compute supplementary control inputs for existing damping
controllers, like PSS and Thyristor Controlled Series Compensator
(TCSC), and superimpose these supplementary inputs on these de-
vices’ own inputs in order to optimize and coordinate their control
effects. Three different MPC schemes are considered (centralized,
distributed, and hierarchical), and their performances are com-
pared on a medium sized power system.

The rest of the paper is organized as follows. After a synthetic
review of previous works in Section 2, Section 3 describes the lin-
ear MPC formulation that we use, and Section 4 proposes three dif-
ferent control architectures. The used test system and simulation
parameters are given in Section 5, while results are discussed in
Section 6. Section 7 offers some conclusions.
2. Related works

MPC considerations in power systems include security con-
strained optimal power flow [10], coordinated secondary voltage
control [11], thermal overload alleviation [12,13], voltage control
[14–16], transient stability [17], oscillations [18–24], and auto-
matic generation control [25,26]. The works dealing with MPC
applications to control electromechanical oscillations of power
systems can be broadly classified into the three categories dis-
cussed below.

MPC to control a single device. One of the earliest applications
is presented in [20] where generalized predictive control [6] is
used to switch capacitors for damping power system oscillations.
The control is computed by minimizing a quadratic cost function
combining local system outputs and rates-of-change of control
over the prediction horizon. An MPC for step-wise series reactance
modulation of a TCSC to stabilize electromechanical oscillations is
presented in [21], where a reduced two-machine model of the
power system is used and updated using local measurements.
Defining deviations of the predicted outputs from references and
control input increments as an objective function, Ref. [22] pro-
posed a model predictive adaptive controller based on an equiva-
lent model to damp inter-area oscillations in a four-generator
system.

Centralized system-wide MPC. Refs. [18,19] present a wide-
area MPC to control low-frequency oscillations. A bank of linear-
ized system models is used with the assumption that the actual
system response can be represented by a suitable combination of
a finite number of linearized models. For each model in the bank
an observer-based state feedback controller is designed a priori
and MPC is formulated to optimize the weights for individual con-
trollers in the bank. An MPC scheme introduced in [23] coordinates
local control devices (PSS, TCSC, and static var compensators (SVC))
to damp wide-area electromechanical oscillations. The MPC
scheme is based on a linearized discrete-time state space model
of the power system combined with a quadratic objective function.

Distributed multi-area MPC. Distributed MPC for electrome-
chanical oscillations damping is considered in [24]. The problem
is formulated using a context-driven decomposition of control
areas. An MPC controller is assigned to each control area and three
coordination schemes are considered: an implicit scheme where
the overall system stability emerges from individual MPC control-
lers, and two explicitly coordinated ones.

The approaches considered in this paper put their emphasis on
the need to coordinate existing damping controllers in the least
intrusive way and propose the MPC approach as a paradigm for
coordination. This work extends previous ones of the same authors
[23,24] by introducing a hierarchical MPC control scheme and
showing its superior performances through comparison with two
other MPC based schemes and by considering the centralized
MPC as the benchmark.

3. Generic MPC framework formulation

The principle of MPC can be shortly summarized as follows. At
any time, the MPC algorithm uses the collected measurements, a
model of the system and a specification of the control objective
to compute an optimal open-loop control sequence over a specified
time horizon. The first-stage controls are applied to the system. At
the next time step, as soon as measurements (or model) updates
are available, the entire procedure is repeated by solving a new
optimization problem with the time horizon shifted one step for-
ward [6]. In this section, MPC formulation is first provided in terms
of the model (prediction equations) and optimal control problem
(objective function and constraints). Then a way to take into ac-
count data acquisition errors and time delays due to computation
and communication resources, is proposed.

3.1. Discrete time linearized dynamic system model

MPC algorithms, considered in this work, are based on a state-
space model of a multi-machine power system in the form of the
following linearized continuous time model:

_x ¼ Acxþ Bcu

y ¼ Ccx

�
ð1Þ

where x 2 Rmx is a vector of state variables modeling also the
already existing controllers, u 2 Rmu is a vector of supplementary
MPC inputs, and y 2 Rmy is a vector of performance measurements
used by MPC (outputs).

Next, from Eq. (1) the transition at time t for a small step of d
seconds is inferred by [6]:

xðt þ dÞ ¼ ðdAc þ IÞxðtÞ þ dBuðtÞ
yðtÞ ¼ CxðtÞ

�
ð2Þ

yielding a discrete-time dynamic (for time steps t þ id) given by:

x½iþ 1� ¼ Ax½i� þ Bu½i�;
y½i� ¼ Cx½i�:
with : A ¼ dAc þ I; B ¼ dBc; C ¼ Cc:

ð3Þ
3.2. MPC formulation as a quadratic programming problem

At time t ¼ kDt (system states are collected every Dt seconds),
based on the estimation x̂ðkDtÞ ¼ x̂½kjk� of the current system states
and on the system model, the predicted output
ŷðkDt þ idÞ ¼ ŷ½kþ ijk� over the next horizon Nid is obtained by
iterating Eq. (3) i times, i = 0, 1, 2, . . . Ni � 1.
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where Px and Pu are given by
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Using these equations, the following quadratic optimization prob-
lem is solved at every time step [6]:
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Fig. 1. Decomposition of an interconnected grid into two subsystems.
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min
u½��

XNi�1

i¼0

ðŷ½kþ iþ 1jk� � yrÞ
T Qðŷ½kþ iþ 1jk� � yrÞ

( )
ð5Þ

subject to linear inequality constraints:

umin 6 u½kþ ijk� 6 umax; i ¼ 0;1;2; . . . ;Ni � 1:
zmin 6 z½kþ iþ 1jk� 6 zmax; i ¼ 0;1;2; . . . ;Ni � 1:

ð6Þ

where Q is a symmetric positive definite matrix of weights, yr is the
vector of performance targets, and z is a vector of constrained oper-
ation variables. During one step of length Dt, it is assumed that
u½kþ ijk� remains constant.

3.3. Consideration of state estimation (SE) errors and time delays

MPC uses the estimated system state x̂½kjk� from a SE as initial
value for computing its optimal decisions. Consequently, the SE
imprecision may have a detrimental effect on the MPC controller’s
decisions. In order to compensate for this imprecision, at time kDt,
the difference d½kjk� between the actual output and its predicted
value is calculated to correct Eq. (4) as:
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where

d½kjk� ¼ y½kjk� � Cx̂½kjk� 1� ð8Þ

It is assumed that d½kjk� is refreshed each time a set of new SE
results is collected, and then remains unchanged over the entire
prediction horizon used to compute the controls.

Delays in measurements’ acquisition, computation and apply-
ing MPC decisions, are involved in the MPC implementation [6].
It is therefore important to assess the impact of such delays on
the performances of the proposed MPC schemes. The impact is
studied by assuming that all measurements are taken synchro-
nously, and then exploited with a common delay [23,24].

4. Proposed MPC schemes

4.1. Centralized scheme (adapted from [23])

Centralized MPC scheme is described in more details in [23]. In
this scheme, the MPC controller obtains a complete system model
from the energy management systems, which can be refreshed
from time to time following changes of the load level, the genera-
tion schedule and the grid topology. It collects system states from a
SE and WAMS [4] at discrete measurement times kDt. It then com-
putes an open loop sequence of the control variable u over a certain
time horizon composed of Hp steps of length Dt (HpDt ¼ Nid). It ap-
plies the controls determined for the first period of Dt seconds to
local controllers (LCs). The cost-function (5) is formulated as the
sum of square deviations of all generator speeds from the nominal
frequency.

4.2. Distributed scheme (adapted from [24])

Wide-area power system oscillations tend to appear in very
large-scale systems involving many different subsystems managed
by different transmission system operators (TSOs) [2]. It is often
practically not feasible to handle these problems with a fully cen-
tralized approach. On the other hand, reliability/vulnerability con-
siderations may suggest that even in a system where a fully
centralized control scheme would be feasible, it is not necessarily
desirable to do so. Consequently, it is of interest to study distrib-
uted MPC schemes that could be more viable and easier to imple-
ment. As with any other distributed control scheme, two problems
are to be solved, namely decomposition and coordination.

4.2.1. Control problem decomposition
A large-scale control problem can be decomposed into subprob-

lems by the following two main approaches:

� Problem-driven: construction of a global system model fol-
lowed by an optimal decomposition into subsystems according
to structural properties of the system and the control problem
under consideration [29].
� Context-driven: the decomposition of the whole system is

imposed by contingent constraints, and hence the construction
of the local control schemes has to follow the already given
decomposition.

Considering information-exchange restrictions in certain power
grids, and organizational barriers, it is quite difficult to construct
an exact system-wide model, and even if this is possible, it would
be difficult to impose significant changes within the existing con-
trol structures. Therefore it is prefered to consider in this paper a
context-driven decomposition of control areas [26].

Let us consider a two-area system, shown in Fig. 1. Notice that
this system is decomposed a priori into two control areas, linked by
tie-lines allowing to exchange power. A control system only able to
act on one of the two subsystems could view the rest of the system
by an equivalent dynamic load in order to compute its control in-
puts. Accordingly, the control objective of Eq. (5) is rewritten as the
simultaneous and parallel resolution of the following area-wise
problems (subscript n refers to area n):

min
un ½��

XNi�1

i¼0

ðŷn½kþ iþ 1jk� � yr:nÞ
T Qnðŷn½kþ iþ 1jk� � yr:nÞ

( )
ð9Þ

subject to linear inequality constraints:

umin:n 6 un½kþ ijk� 6 umax:n; i ¼ 0;1;2; . . . ;Ni � 1:
zmin:n 6 zn½kþ iþ 1jk� 6 zmax:n; i ¼ 0;1;2; . . . ;Ni � 1:

ð10Þ

In this scheme, each local MPC controller solves its optimization
problem using a detailed model of its own area and a possibly very
rough model of the remaining areas (typically a black box model).
It then sends the first inputs of the computed optimal control se-
quence to the controllers under its responsibility, and observes
the resulting effects to proceed.

4.2.2. Coordination of controls of subsystems
Since distributed MPC controllers act in the same system, coor-

dination is needed in order to achieve satisfactory performances
[8,25,12]. They could negotiate/exchange useful information in or-
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der to improve global performance. However, in very large-scale
systems, there may be many remote areas, thousands of kilometers
away from each other and separated by many intermediate areas.
Communicating and negotiating between all these areas would re-
quire supporting communications infrastructure. In today’s large
interconnections the lack of communications infrastructure is the
main obstacle for implementing advanced control schemes.
Upgrade of this infrastructure is costly and will remain an issue
at least in near future. Consequently, instead of explicit communi-
cation/negotiation, an implicit coordination scheme is used in this
context. Specifically, each subsystem tries to solve its own oscilla-
tion problem and the overall system stability emerges from these
area-wise controls [25]. As far as the considered scheme is con-
cerned, each area-wise MPC controller adjusts inputs of damping
controllers, under its authority, so as to minimize deviations of
individual generators’ angular speeds from their nominal values,
while ensuring that all constraints are satisfied.

4.3. Hierarchical and distributed two-layer scheme

A hierarchical structure is often used to coordinate local con-
trollers to improve global control effects. In [5], a wide-area central
controller is responsible to decouple subsystems dynamics and cal-
culate the interactions among them for lower-level local control-
lers. Ref. [27] proposes a two-loop hierarchical structure: a local
loop based on a machine speed signal and a global loop based on
a differential frequency between two remote areas. The total PSS
signal applied to the machine voltage reference is the sum of the
control components of these two loops.

A hierarchical MPC scheme based on the distributed one is pro-
posed aiming at improved control robustness, e.g. in the case of
failure of one of the area-wise controllers. In addition to MPC con-
trollers operating at the level of whole areas (subsystems), a lower
level layer of independent MPC controllers attached to Nm basic
control devices is added (Fig. 2).

4.3.1. MPC in the lower level
Compared with MPC controllers in the upper level, MPC con-

trollers in the lower level only concern dynamic behaviors of one
generator or tie-line. These controllers need less time to measure,
compute and apply their decisions, so that they can update their
control decisions more frequently following changes of system
states, and thus approach their control targets in a possibly better
way. In addition, when upper MPC controllers cannot work nor-
mally, lower MPC controllers are designed to work independently
with the aid of internal control objectives. There are an exciter, a
PSS and a turbine governor on each generator. A generator model
used is the one including the effects of sub-transient circuits. These
devices are modeled by the following equations:
 MPC n

MPC 1
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/

t
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/
t
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Fig. 2. Hierarchical MPC scheme of subsystem n.
pd̂ ¼ K1Dx
px ¼ K2Tm � K3Te � K4Dx
pE0q ¼ K5Ef � K6E0q � K7id þ K8w1d

w00d ¼ K9E0q þ K10w1d

pE0d ¼ �K11E0d � K12iq þ K13w1q

w00q ¼ K14E0d þ K15w1q

pEf ¼ �K16Ef þ K17Vr

pVr ¼ �K18Vr � K19pRf þ K20ðVref � Vt � VpssÞ
pRf ¼ �K21Rf þ K22Ef

Vpss ¼ GðpssÞx; Pmech ¼ GðtgÞx;

ð11Þ

where p is the differential operator, E0q and E0d are q axis and d axis
component of stator voltage behind sub-transient reactance, w00q and
w00d are q axis and d axis air gap flux linkage, w1q and w1d are amor-
tisseur circuit flux linkages of q axis and d axis, Ef is field voltage,
Vr and Rf are exciter states, Vref is voltage reference of exciter, Vt

is terminal voltage of generator, Vpss is PSS output, Pmech is mechan-
ical power, GðpssÞ and GðtgÞ are transfer functions of PSS and turbine
governor, K1;K2 . . . K22 are coefficients. Detailed models are given in
[28]. Using these models, a lower MPC controller calculates a sup-
plementary signal for its PSS to reach the objective of making the
corresponding generator run at base frequency, which is defined
as (subscript m refers to generator m):

min
um ½��

XNi�1

i¼0

ðŷm½kþ iþ 1jk� � yr:mÞ
2

( )
ð12Þ

subject to:

umin:m 6 um½kþ ijk� 6 umax:m; i ¼ 0;1;2; . . . ;Ni � 1:
zmin:m 6 zm½kþ iþ 1jk� 6 zmax:m; i ¼ 0;1;2; . . . ;Ni � 1:

ð13Þ

An MPC controller installed on a TCSC calculates, at every
refreshing time, the active power increment of its tie-line and as-
sumes that there will be a negative increment with same size at
the next refreshing time. So, it can calculate line reactances from:

P ¼ V2
1R� V1V2Rcoshþ V1V2Xsinh

R2 þ X2 ð14Þ

at two refreshing times, and then gets the corresponding MPC in-
puts for the TCSC. In Eq. (14) P is active power; V1 and V2 are voltage
magnitudes at both ends; h is angle difference of voltages at both
ends; Rþ jX is line impedance.
4.3.2. Coupling between the two layers of MPC
Two ways of coupling are investigated (see Fig. 2).

� Input base coupling: every Dt seconds, the area-wise MPC con-
troller collects subsystem states and calculates optimal inputs
for controllers under its authority. It sends the inputs to
device-level MPC controllers as their decision bases. Every Dtl

seconds, each device-level MPC controller computes an input
correction according to its local measurements and control
objective, and combines the correction with input base as the
supplementary control input of its damping device.
� Set-points coupling: the upper MPC controller solves an opti-

mization problem and sends predicted system dynamics, angu-
lar speeds and line powers over a future time horizon, to lower
MPC controllers as their set-points. The lower MPC controllers
calculate the optimal supplementary inputs for damping con-
trollers in order to drive the controlled outputs to reach
set-points given by the upper MPC controller.
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4.3.3. Coordination between lower MPC controllers
The controlled output of a lower MPC controller depends not

only on its states and input, but also on states and controls in
the rest of a system. For a lower MPC controller, system variables
and controls can be divided into two categories: internal and exter-
nal. During a refreshing interval of upper MPC, it considers external
variables and controls as constant, and uses them as simulation
scenarios reflecting the anticipated influence of external variables
and controls. The model of a lower-level MPC controller m of sub-
system n is thus represented as follows:

xm½kþ1jk� ¼Amx½kjk�þBmu½kjk� ¼ ½Am;m;Am;ext�
xm½kjk�

xextm ½kjk�

� �

þ½Bm;m;Bm;ext�
um½kjk�

uextm ½kjk�

� �
¼Am;mxm½kjk�þBm;mum½kjk�

þAm;extxextm ½kjk�þBm;extuextm ½kjk� ð15Þ

where xm is the vector of internal state variables; um is the vector of
internal controls; Am and Bm are the parts of A and B that are relative
to xm; xextm is the vector of state variables external to controller m,
and uextm is the external control vector. The external variables and
controls for the local MPC are considered constant during one
refreshment period of the upper MPC, and they are hence fixed at
the values computed at the previous step by the upper MPC.

5. Test system and simulation conditions

The system of Fig. 3 is used to test the proposed MPC schemes.
Fig. 4 illustrates two types of local controllers considered in this
work and the way supplementary controls computed by the pro-
posed schemes are brought to local controllers. Power System
Toolbox (PST) [1,28] is used to simulate system response and to de-
rive the linearized state space model. A TCSC is installed between
buses 69 and 70, and there is a PSS on each generator. The system
is composed of two areas: A1 and A2, which are connected to each
other by the tie-lines 1–2 and 8–9, the latter being equipped with a
TCSC. In tests presented in this work, a temporary three-phase
short-circuit to ground at bus 1 (cleared by opening the tie-line
1–2 followed by its reconnection after a short delay) causes oscil-
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lations between areas A1 and A2. As shown in Fig. 5 (dashed lines),
the temporal evolution over a period of 20s of the power flow
through line 1–2 and the angular speed of generator 1 corresponds
to poorly damped oscillations.

The MPC state vector x includes generator, exciter, PSS, turbine
governor and TCSC states. Output variables are angular speeds. The
input u is a vector of supplementary inputs for PSSs and TCSC,
which is constrained to �0:1 6 u 6 0:1. A time step d ¼ 0:005 s is
used to formulate the MPC dynamics described by Eq. (3). Predic-
tion horizon is set to Hp ¼ 15 discrete steps of Dt ¼ 0:1 s (i.e. a pre-
diction horizon of 1.5 s) and a control horizon of Hu ¼ 3 steps (i.e. u
is optimized over the first 0.3 s and kept constant beyond). In the
objective function Eqs. (5) and (9), all deviations of the predicted
outputs from references are weighted uniformly and indepen-
dently, i.e. Q and Q n are the identity matrices. To assess the power
system response with and without MPC controllers, it is simulated
over a period of 20 s.

6. Analysis of the dynamic performances

Subsequently, only the effects of different control schemes and
assumptions on the tie-line 1–2 power flow and on the angular
speed of generator 1 are shown. These are indeed representative
of the overall dynamics of the system.

6.1. Performance of the centralized MPC scheme

6.1.1. Baseline results in ideal conditions
Ideal conditions are meant complete state observability and

controllability, with SE error and delays neglected. Controlled sys-
tem response is given in Fig. 5, in solid lines. Compared with the
system response without MPC, settling time is decreased to
approximately 10 s. Fig. 6 shows the control signals computed by
the MPC scheme for a representative PSS and the TCSC (first 5 s).

6.1.2. Results with SE errors and delays
SE errors are simulated as an additive random noise. Uniformly

distributed pseudorandom errors in the range from �10% to +10%
are superimposed on the exact states. The idea is to test perfor-
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mances of the control in presence of relatively high errors (maxi-
mum error in a state variable is �3 � r with r ¼ 3:3%, and these
measurement standard deviations of measurements are revealed
to be realistic even in case of PMUs since their accuracy is impacted
by existing measurement equipments such as measurement
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Fig. 5. Active power of line 1–2 (top), angular speed of generator 1 (bottom).
transformers [30]). The results are shown in Fig. 7. As expected,
inaccuracies introduced by SE errors affect the performances of
the MPC scheme in terms of magnitude of oscillations and settling
time. On the other hand, it is observed that the correction of SE er-
rors considerably improves the control performances.
0 1 2 3 4 5

−0.1 

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

(pu)

Time (s)

0 1 2 3 4 5

−0.1 

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

(pu)

Time (s)

Fig. 6. Centralized MPC signals: PSS of generator 1 (top), TCSC (bottom).



−1

−0.5

0

0.5

1

1.5 

(pu)
with delay
without delay
without MPC

38 D. Wang et al. / Electrical Power and Energy Systems 58 (2014) 32–41
Time delays in computing and sending controls signals to LCs
may vary in practice. There are two possibilities [6]: to apply con-
trols as soon as they are available or after a specific time interval.
As explained before, the latter option is considered. A common de-
lay of s ¼ 0:05 s in measuring, computing and sending control sig-
nals to all available LCs is assumed. The choice of this delay is
based on observations presented in [31].

System response under this assumption is shown in Fig. 8 (SE
errors are modeled in the simulations and corrected in the used
MPC schemes). It is clear that the performances taking into account
delays are worse than those with only SE errors, but still quite
superior to those without MPC.
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Fig. 8. P1�2 with centralized MPC involving SE errors and 0.05 s delay.
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6.2. Performance of the distributed MPC scheme

In the distributed scheme, one area-wise MPC controller is used
in each one of the two areas A1 and A2, while the TCSC is assigned
to area A1 as one of its resources. MPC1 calculates supplementary
MPC signals for PSS10-16 and TCSC; MPC2 is responsible for PSS1-
9. Results with distributed MPC in ideal conditions have already
been presented in [24]. Here, the results considering ±10% SE errors
and a 0.05 s delay are presented.

Controlled and uncontrolled system responses are shown in
Fig. 9. Compared with the system response without MPC it is clear
that this (trivial) distributed MPC scheme effectively damps the
oscillations. In the condition only considering SE errors, the cen-
tralized MPC is however superior to the distributed one. But when
0.05 s delay is introduced, it is observed that the distributed
scheme yields a slightly better control effect. This is due to chosen
decomposition method. The system is decoupled by substituting
exchange powers for two equivalent loads which absolute values
are equal to exchange powers at steady state. So, linearized models
calculated in this condition contain the information about these
powers. In addition to the explicit control objective of Eq. (9), the
area-wise MPCs thus have the implicit objective to restore ex-
change powers to the steady state values, and this actually helps
to drive the system to steady state.
Time (s)

0.5

1

1.5

(pu)
distributed MPC
centralized MPC
without MPC
6.3. Performance of the hierarchical MPC scheme

MPC controllers are installed on each PSS and the TCSC. The
upper MPC controllers use the same simulation parameters as dis-
tributed MPC. The lower MPC controllers refresh decisions at dis-
crete steps of Dtl ¼ 0:01 s and use a control horizon Hul ¼ 5 such
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Fig. 7. Angular speed of generator 1 with centralized MPC involving SE errors.
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Fig. 9. P1�2 with distributed MPC: with SE errors (top), with SE errors and 0.05 s
delay (bottom).
steps. The prediction horizons Hpl are set to 60 (A1) and 40 (A2).
Fig. 10 shows controlled system response with the same SE errors
and delays as before. Compared with the solely distributed MPC
scheme, the hierarchical one further slightly improves control
effects.
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Next, the hierarchical MPC is compared to the distributed
scheme in terms of robustness, with respect to the following five
aspects:

1. Increasing the refreshing step Dt of area-wise controllers to
0.2 s.

2. Simulating the complete failure of the MPC of A1 during the
first 5 s.

3. Incomplete measurements by assuming that only states of gen-
erators 10–13 in area A1 and generators 1–5 in area A2 are
available for upper MPC controllers.

4. Communication failure between upper MPC controllers and
local damping devices or MPC controllers. It is assumed that
PSSs or lower MPC controllers on generators 1–4 and 10–13
cannot receive the input signals from the upper MPC
controllers.

5. Different operation conditions through comparison of distrib-
uted MPC and hierarchical MPC with topology change (tripping
tie-line 1–2) and flow change (change in flows over two tie-
lines from 0.07 pu to 0.4 pu in the line 1–2 and from 0.38 pu
to 0.14 pu in the line 8–9).

The results are shown in Figs. 11–14. These results show that
hierarchical MPC offers excellent robustness since it accommo-
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Fig. 10. P1�2 with hierarchical and distributed MPC.
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Fig. 11. Angular speed of generator 1 using refreshing interval of 0.2 s.
dates larger refreshing intervals, tolerates controller and commu-
nication failures, and works with incomplete measurement and
in different operating conditions.

Fig. 11 compares two proposed couplings of the hierarchical
MPC. Hierarchical MPC I means input base coupling while hierar-
Fig. 12. P1�2 with an upper MPC1 failure.
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chical MPC II means set-points coupling. In the hierarchical MPC II,
large refreshing interval makes lower MPC controllers only use
predicted values with larger errors as their set-points because pre-
diction precision becomes worse in time. In the hierarchical MPC I,
lower MPC controllers use rated angular speeds as their control
objectives and continuously adjust their input corrections follow-
ing system dynamics, thus yielding a slightly better performance.

6.4. Computational considerations

The computational efficiency of the hierarchical MPC is checked
on a i7-3610 processor and 8G RAM. The MPC optimizations of Eqs.
(5), (9) and (12) are solved by an Active Set method built in the
Quadprog function of MATLAB. It takes from 10 to 20 ms for the
upper MPC controller, and from 3 to 5 ms for the lower MPC con-
trollers, to complete one optimization.

7. Conclusion

This paper investigated the feasibility of applying MPC to damp
wide-area electromechanical oscillations in large-scale power sys-
tems. A centralized MPC scheme based on linearized discrete-time
state space model of a system, is used as a baseline. A distributed
MPC scheme is introduced in which each MPC controller solves
its optimization subproblem using a detailed model of its own area
and a rough model of the remaining areas. It then sends the inputs
to local damping controllers under its responsibility. The common
control target is used to implicitly coordinate these MPC control-
lers. Finally, a two-level hierarchical multi-area MPC scheme is
introduced with the aim to enhance control robustness. The upper
MPC controllers optimize inputs of damping controllers in their
own area and send them to the lower MPC controllers as their in-
put bases. Using local models and measurements, the lower MPC
controllers correct these input bases.

The performances of the proposed control schemes are tested
using a 70-bus test system, both in ideal conditions and consider-
ing state estimation errors and communication delays. Simulation
results show that the distributed scheme appears to be a viable
control strategy for large-scale systems while the hierarchical
MPC further improves control effects of the distributed one, and of-
fers at the same time much better robustness.

This paper focused on exploring feasibility of MPC for improved
damping of electromechanical oscillations. Of course, several prac-
tical issues deserve further investigation and further work will be
primarily focused on:
� Testing hierarchical MPC using models of larger real-life power
systems.
� Consideration of some other combinations of SE errors and

delays (different for different measurements and controls).
� Studying the effects and testing the performances of the pro-

posed control schemes in the presence of ambient oscillations
such as continuous load or dispersed generation variations.

While MPC, being a closed-loop control scheme, has some
intrinsic level of robustness to modeling errors, it nevertheless re-
lies on the use of a correct dynamic model of the system. Within
the context of power system oscillation damping, load-dynamics,
and dynamics of renewable and dispersed generation may have a
significant impact on the system behavior; since the composition
of the load and dispersed generation may change significantly from
one period of time to another (e.g. intra-daily, and seasonal effects
driven by weather conditions) the system dynamics at a particular
moment may not be well enough approximated by the model com-
puted from the available data in TSO control centers to yield satis-
factory performances of any one of the proposed MPC schemes.
Another aspect of future work therefore should be devoted to
real-time model identification and to methods able to carry out
model-free learning of supplementary controls.
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