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Abstract: In the past years, mass univariate statistical analyses of neuroimaging data have been complemented by the use of multivariate pattern analyses, especially based on machine learning models. While these allow an increased sensitivity for the detection of spatially distributed effects compared to univariate techniques, they lack an established and accessible software framework. Here we introduce the “Pattern Recognition for Neuroimaging Toolbox” (PRoNTo), an open-source, cross-platform and MATLAB-based software comprising many necessary functionalities for machine learning modelling of neuroimaging data.
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1 Introduction

Various imaging modalities, such as functional/structural Magnetic Resonance Imaging (MRI/sMRI) and Positron Emission Tomography (PET), have been developed to record brain structure and activity. Until recently, such data were analysed using standard univariate statistics, for example by linking the time-series of the signal in each voxel with a regressor, such as in the General Linear Model (GLM) implemented in Statistical Parametric Mapping (SPM, [2]). Although univariate analyses have proven powerful for making regionally specific inferences on brain function and structure, there are limitations to the type of research questions that they can address. More recently, these mass univariate analyses have been complemented by the use of pattern recognition analyses, in particular using machine learning based predictive models [3]. These analyses focus on predicting a variable of interest (e.g. mental state 1 vs. mental state 2, or patients vs. controls) from the pattern of brain activation/anatomy over a set of voxels. Due to their multivariate properties, these methods can achieve relatively greater sensitivity and are able to detect subtle, spatially distributed patterns in the brain. Potentially, pattern recognition can also be used to perform computer-aided diagnostic of neurologic or psychiatric disorders. Currently, the existing implementations consist of small code snippets, or sets of packages, and lack a dedicated single, integrated, and flexible software framework. In addition, the use of existing packages often requires high-level programming skills.

2 Pattern Recognition for Neuroimaging Toolbox

The “Pattern Recognition for Neuroimaging Toolbox” (PRoNTo, [6]) is a user-friendly and open-source toolbox that makes machine learning modelling available to every neuroimager. In PRoNTo, brain scans are treated as spatial patterns and learning models are used to identify statistical properties of the data that can be used to discriminate between experimental conditions or groups of subjects (classification models) or to predict a continuous measure (regression models). In terms of neuroimaging modalities, PRoNTo accepts NIfTI files\(^2\) and can therefore be used to analyse sMRI and fMRI, PET, SPM contrast images and potentially any other modality in NIfTI file format. Its framework allows fully flexible machine learning based analyses and, while its use requires no programming skills, advanced users can easily access technical details and expand the toolbox with their own developed methods. Each step of the analysis can also be reviewed via user-friendly displays. Figure 1 provides an overview of the toolbox framework.

\(^1\)PRoNTo, and all its documentation, are available to download freely from: [http://www.mlnl.cs.ucl.ac.uk/pronto/](http://www.mlnl.cs.ucl.ac.uk/pronto/)

PRoNTo can be used in three ways: through a graphical user-interface requiring no programming skills, using the MATLAB-batch system, or by scripting function calls. In the current version of PRoNTo, two linear kernel classification algorithms are embedded in the framework: Support Vector Machines ([1], LIBSVM implementation) and (binary and multiclass) Gaussian Process classification ([4], GPML toolbox). Regression can be performed using Kernel-Ridge Regression (KRR, [5]), Relevance Vector Regression (RVR, [7]) or Gaussian Processes Regression [4]. All algorithms are wrapped into what is called a “machine”, which is independent from the design definition and cross-validation procedure. This allows an easy integration of new machine learning algorithms, enhancing the exchange of newly developed methods within the community, and the possibility to develop more advanced validation frameworks (e.g. nested cross-validation).

Several data sets were analysed with PRoNTo, showing the breadth of questions it can address [6]. As examples: Do patterns of brain activation recorded in fMRI encode information about a mental state? Can groups of subjects be distinguished based on features derived from their sMRI? Could their age be predicted with these neuro-anatomical features?

3 Discussion and Conclusions

In this work, we presented PRoNTo, a freely available software which addresses neuroscientific questions using machine learning based modelling. Although in its first version, PRoNTo provides both graphical interfaces for an easy use and a flexible programming framework. The authors therefore hope to facilitate the interaction between the neuroscientific and machine learning communities. On one hand, the machine learning community should be able to contribute to the toolbox with novel machine learning models. On the other hand, the toolbox should provide a variety of tools for the (clinical) neuroscientists, enabling them to ask new questions that cannot be easily investigated using existing statistical analysis tools.
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