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Abstract

Initiated by the authors’ previous work on state reconstruction
from a limited number of synchrophasors [1], this paper goes
one step further by exploring the possibility to track the
network state using both SCADA and synchronized phasor
measurements. When a SCADA measurement is received, it
is used in the next state reconstruction; otherwise, it is replaced
by a pseudo-measurement stemming from the previous state
reconstruction. The approach resorts to a standard weighted
least squares formulation and Hachtel’s augmented matrix
method. State reconstruction is intended to be used at a much
higher rate than classical state estimation, for instance every
second. It has been validated using simulated measurements
obtained from detailed time simulation.

Introduction

The emergence of the time synchronized phasor measurement
technology opens new perspectives to design advanced power
system monitoring schemes [2]. Enhancement of state estima-
tion is a natural application of this technology [2], [3] and
previous publications dealt with the improvement of various
aspects of state estimation such as accuracy, identification of
topological and parameter errors, bad data processing, etc. [3].
For practical reasons, it may be advantageous to leave exist-
ing Weighted Least Squares (WLS) state estimator software
unchanged and exploit synchronized phasor measurements in
a pre- or post-processing step [4], [5].

If synchrophasors are available in a sufficient number to
ensure full system observability, then a linear problem can be
formulated in static state estimation [2] while Kalman filter
can be used to track the network state [6] or system dynamics
[7]. However, the wider deployment of Phasor Measurement
Units (PMUs) must be supported by adequate upgrades of
communication infrastructures and is considerably hampered
by the lack of this support. Consequently, existing PMU
configurations are far from ensuring full system observability.
Taking advantage of scarce synchrophasor measurements will
thus remain a challenge in effective exploitation of existing
PMU configurations.

Motivated by this challenge, the authors proposed recently
a method to reconstruct and track the network state from a
limited number of PMU data. The method is aimed at being

used in between standard state estimation runs. Tracking the
system evolution at higher rate could bring useful information,
increase system situational awareness [8], [9] and contribute
to decreasing the probability of blackout by lack of real-time
information [10].

The idea of computing updated states between two accurate
solutions of state estimator can be traced back to [11], in which
a two-level approach was proposed in the context of least
absolute value state estimation. Accurate solutions were com-
puted at the rate of classical state estimation while approximate
solutions were obtained by solving generalized power flows
at SCADA rate. Based on classical state estimation residual
analysis, a subset of n measurements was identified in order to
determine the n unknowns, repetitively between two accurate
state estimations.

The concept proposed by the authors in [1], [12] is close
to that of a tracking state estimator [13], [14], as originally
formulated in (the discussion accompanying) [14], since it
does not rely on a dynamic system model or approximate
dynamics of system state. The method relies on synchronized
phasor measurements together with power and voltage pseudo-
measurements obtained from the previous state reconstruction,
in a recursive manner.

This paper extends the work in [1], [12] with the aim to
reconstruct coherent network states from multi-rated mea-
surements, namely a limited number of PMU data together
with traditional SCADA measurements, at a rate close to that
of the SCADA system, i.e. much higher than classical state
estimation. To this purpose, the state reconstruction problem
is reformulated in order to process SCADA measurements,
immediately after they have been received by the real-time
system. In the state reconstruction runs where a new value
has not been received for a given measurement, a pseudo-
measurement is used instead, which is obtained from the
previous state reconstruction.

In other words, what is proposed in this paper is an integrated
technique to take the largest possible benefit from all SCADA
and PMU data, with the aim of tracking system evolution
at a much higher rate than present-day control center state
estimators. The approach is scalable: it accommodates scarce
PMU configuration while higher accuracy will be obtained
from the future, richer PMU configurations.
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Time delays affecting SCADA measurements

As is well known, SCADA measurements are not synchro-
nized. Figure 1 outlines the typical process of gathering
measurements through Remote Terminal Units (RTUs), and
the associated time delays [15].
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Fig. 1. SCADA measurement gathering process

In a given substation, voltage magnitude, active and reactive
power flow (and occasionally, current) measurements are col-
lected sequentially. More precisely, the various measurement
devices (transducers) are “visited” cyclically and the measured
values are stored sequentially in the memory of the RTU.
For the i-th substation, the period of this cyclic measurement
gathering is denoted by ∆i. Its order of magnitude is one
second.

At a given time t�, the RTU of the i-th substation sends the
contents of its memory to the SCADA system of the control
center. When this takes place, the j-th measured value present
in the memory refers to a previous time t� � δji where δji is
a value in the interval �0 , ∆i�.
It takes some time τi for the set of data to be received by the
control center. This transmission delay is typically below half
a second. In the sequel, it is assumed for simplicity that the
measurements of a given substation are received all together.

While measurements are gathered continuously within a sub-
station, the RTU communicates with the SCADA system of
the control center at regular time intervals only. The time
between two successive communications is denoted by Ti for
the i-th substation. Ti may lie in between two and five seconds,
depending on the technology, the age of the equipment, etc.

The various delays are further illustrated in Fig. 2, for a
hypothetical case of two substations each provided with two
measurements. In that figure, a cross indicates the time at
which a measurement is taken, and the following circle the
time at which it is received by the SCADA system.

The figure also sketches how measurements are processed by
a (static) State Estimator (SE). The SE uses the last available
SCADA values of the various measurements, and treats them
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Fig. 2. Delays associated with data gathering and processing by classical
state estimator. A x indicates the time at which a measurement is taken; a o
the time at which it is received by the SCADA system

as if they had been taken at the same time, while they are
affected by time skew. This makes the estimates unreliable
in case of significant transients. If PMU data are available
in addition to SCADA, they potentially offer the possibility
to handle such transients. However, in the worst case, their
treatment together with the SCADA measurements may cause
them to be flagged as bad data by the SE.

While PMU data are also affected by transmission delays
of the type τi (introduced by phasor data concentrators and
communication network [2]), they are synchronized and time-
tagged. Hence it is always possible, in principle, to process
synchronized phasor measurements all relative to the same
time in the recent past, and relate the reconstructed state to
that time. Hence, for simplicity, no delay will be considered
for synchrophasors in the remaining of this paper.

Objective and principle of the proposed method

Overall objective

The overall objective of the proposed method is to track
the changing network state by reconstructing the vector of
complex bus voltages every Tr seconds. The period Tr is
intended to be much smaller than the time span between two
successive classical SE runs, which is in the order of one to
several minutes. Even more, the period Tr is intended to be
smaller than the refreshing rate of SCADA measurements, i.e.
Tr @ Ti,¦i.
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To this purpose, synchronized phasor measurements are used.
The latter are available at a rate of 10 to 120 samples per
second, typically [2]. At the current stage of development of
the method, it is not intended to perform state reconstruction
at such a high rate. Hence, only a subset of the successive
synchronized phasor measurement snapshots is going to be
used.

In the sequel, Tr has been taken equal to one second. Shorter
values, for instance Tr � 0.1 s, could be considered, as in [1].

Principle

The following are the ideas underlying the proposed method:

1) at time t, the network state is reconstructed using the cor-
responding synchronized (bus voltage and branch current)
phasor measurements as well as the new (voltage mag-
nitude, active or reactive power) SCADA measurements
that have been received since the last state reconstruction,
i.e. in the time interval �t�Tr , t�. SCADA measurements
received before time t�Tr are no longer used to minimize
the already mentioned time skew;

2) the limited number of those synchrophasor and SCADA
measurements make the system unobservable. Pseudo-
measurements must be added to restore observability;

3) a pseudo-measurement is used in replacement for each
SCADA measurement not involved in the current state
reconstruction;

4) the value used at time t for that pseudo-measurement is the
corresponding value calculated from the last reconstructed
state vector, i.e. at time t � Tr;

The procedure is shown graphically in Fig. 3, matching the
example of Fig. 2. Circles have the same meaning as in Fig. 2,
while black squares denote pseudo-measurements obtained
from previous runs of the state reconstruction algorithm. Each
successive state reconstruction uses a measurement vector of
constant dimension, including synchronized phasor, SCADA
and pseudo-measurements. When a SCADA measurement is
received, it is used in the next state reconstruction; otherwise,
it is replaced by the value stemming from the previous state
reconstruction. This recursive processing is inspired of [1].

The SCADA measurements used at time t come with delays
δji � τi � ϵi where δji and τi have been already defined,
and ϵi is the dead time between the arrival of measurements
from substation i and their processing, as shown in Fig. 3.
Hence, even if they resort to the same sensors as PMUs, these
SCADA measurements are intrinsically less accurate, and must
be assigned a lower weight in state reconstruction. Pseudo-
measurements must also be assigned a lower weight compared
to synchronized phasor measurements.

Solution algorithm

The synchronized phasor, SCADA and pseudo-measurements
are processed by a standard WLS estimation under constraints.
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Fig. 3. Using synchronized phasor, SCADA and pseudo-measurements for
state reconstruction. A X indicates the time at which a measurement is received
by the SCADA system; a Ì denotes a pseudo-measurement

Thus, a variety of methods can be used such as normal equa-
tions, normal equations with equality constraints, or Hachtel’s
augmented matrix [16], [17], [18]. The latter method has
shown very good performances in the application of concern
here. Its formulation is briefly recalled hereafter, and its results
will be presented in the sequel.

A Cartesian component formulation is used. The state vector
x is thus composed of the real and imaginary parts of the
complex bus voltages. This leads to a linear model h�x� for
the synchrophasor part of the measurement vector z.

The objective is to minimize the sum of squared residuals r
weighted by the matrix W :

min
x,r

1

2
rTWr (1)

subject to equality constraints corresponding to the zero injec-
tions at transit buses:

f�x� � 0 (2)

as well as the measurement residual definition:

r � z �h�x� � 0 (3)

Forming the Lagrangian L and expressing the first-order
optimality conditions yields:

∂L

∂r
� 0� Wr �µ � 0 (4a)

∂L

∂µ
� 0� r � z �h�x� � 0 (4b)

∂L

∂x
� 0� �HT �x�µ �F T �x�λ � 0 (4c)

∂L

∂λ
� 0� f�x� � 0 (4d)



4

where λ (resp. µ) is the vector of Lagrange multipliers relative
to (2) (resp. (3)), and H (resp. F ) is the Jacobian matrix of h
(resp. f ) with respect to x. Assuming a nonsingular W matrix,
r can be eliminated, to obtain the reduced set of equations:

W�1µ � z �h�x� �0 (5a)

HT �x�µ �F T �x�λ �0 (5b)
f�x� �0 (5c)

Hachtel’s method consists of considering F and H as constant
matrices in (5b) and using Newton’s method to deal with the
nonlinear equations (5a) and (5c). This leads to solving, at
the k-th iteration �k � 1,2, . . .�, the sparse, symmetric linear
system :

<@@@@@>
W �1 H 0
HT 0 F T

0 F 0

=AAAAA?
<@@@@@>

µk

∆x
λk

=AAAAA?
�

<@@@@@>
z �h�xk�1�

0
�f�xk�1�

=AAAAA?
(6)

and incrementing the state vector x according to:

xk
� xk�1

�∆x (7)

Note that the structure of the coefficient matrix in (6) does not
change from one reconstruction to the next, unless there is a
change in network topology. When a SCADA measurement
is replaced by a pseudo-measurement in z, the corresponding
weight is adjusted in W , if it is different, of course.

Results: test system, events and measurements

Test system and events

For easy comparison, simulation results are provided for
the Nordic32 test system documented in [19]. The one-line
diagram of this 74-bus, 102-branch, 20-machine system is
shown in Fig. 4.

A detailed time simulation under phasor approximation has
been performed to obtain the “exact” system evolution after a
severe disturbance. The simulated model involves:

Y detailed representation of the 20 synchronous generators;
Y generic models for AVRs, excitation systems, prime movers

and speed governors;
Y Load Tap Changers (LTCs) controlling with various delays

the voltages at 22 distribution buses (shown without number
in Fig. 4) where loads are connected;

Y exponential model for load power variation with voltage;
Y OverExcitation Limiters (OELs) with either fixed- or

inverse-time response.

In order to test the method in stringent conditions, the follow-
ing sequence of events has been considered:

Y three-phase fault applied on line 4032-4044 at t � 1 s, and
cleared by opening that line;

Y progressive degradation of operating conditions due to long-
term voltage instability caused by LTCs and OELs;
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Fig. 4. Nordic-32 test system

Y emergency system stabilization by under-voltage load shed-
ding. Six blocks of load are shed, three at the MV bus
connected to bus 1041 (at t � 116,135 and 222 s) and three
at the MV bus connected to bus 1044 (at t � 135,171 and
191 s), for a total of 300 MW.

The model processed in state reconstruction involves 52
(transmission or generator) buses and 80 (line or transformer)
branches. Distribution buses and transformers are not consid-
ered. The loads are thus the powers entering the distribution
transformers. The tap changes in these transformers and the
load curtailments are neither known nor modeled in state re-
construction. On the other hand, the transmission line tripping
due to fault clearing is assumed to be known.

Ten buses have zero injections (namely buses 4011, 4012,
1014, 1021, 4022, 4021, 4031, 4032, 4044 and 4045).

Simulation of synchrophasor measurements

Three PMU configurations have been considered:

Y Configuration 1: six PMUs located at buses g6, g7, g11,
g14, g15, and g16, providing twelve synchrophasors (six
voltages and six currents). This configuration was identified
in [1] as a good compromise between low number of PMUs
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and accuracy of state reconstruction in the Central region
(see Fig. 4) affected by voltage instability. PMUs are located
at generator buses and, hence, have two channels only, to
avoid too rich a coverage of this small system;

Y Configuration 2: includes two PMUs, as shown in Fig.5:
– one at bus 1043, providing one bus voltage and four

branch current synchrophasors, and
– one at bus 4011, providing one voltage and six current

synchrophasors.
This configuration was selected to have a better coverage
by PMUs of buses 1041 and 1044, where load curtailment
takes place;

Y Configuration 3: includes two other PMUs:
– one at bus 4044, providing one voltage and six current

synchrophasors, and
– one at bus 4011, as in Configuration 2.
This PMU configuration does not offer a good coverage of
buses where load shedding takes place.
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Fig. 5. PMU configuration No.2 at buses 1043 and 4011

PMU data have been obtained by sampling at regular time
interval the rectangular components of voltages and currents
given by time simulation, and adding to each component
a Gaussian noise N�0, σ� with σ � 0.002 pu. Hence, the
simulated synchrophasor measurements are affected by sensor
noise as well as by transients.

Simulation of SCADA measurements

The following 154 SCADA measurements have been consid-
ered: voltage magnitudes at the 20 generator buses, active and
reactive power flows at one end of 67 branches. It has been
assumed that the voltage and power measurements taken at a
bus are transmitted all together to the SCADA system, every Ti

seconds, and with a transmission delay τi. Ti and τi vary from
one bus to another, with 2 B Ti B 5 s and 0.1 B τi B 0.5 s. At a
given bus, the measurements are collected at different instants,
leading to a delay δji which varies from one measurement to
another, with values in the range �0.1 , 0.9� s.

Figure 6 illustrates how SCADA measurements were gener-
ated and used with delays in state reconstruction.

The solid line shows (a portion of) the “exact” evolution of the
active power flow in the 130-kV line 1043-1041. The transition
at t � 116 s corresponds to load curtailment at bus 1041.
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Fig. 6. Example of SCADA measurement generation and delayed exploitation

The crosses show the times and values of the successive
measurements of that power flow. They depart from the solid
line under the effect of measurement noise, simulated as
Gaussian random variable N�0, σ� with σ � 0.01 pu � 1
MW/Mvar. Voltage measurements were simulated similarly,
with σ � 0.002 pu. The circles show when the corresponding
measurements were received by the SCADA system of the
control center. In the case of Fig. 6, the delay δji � τi is a
little larger than one second, while a measurement is sent every
Ti � 4 seconds.

The black disks show the corresponding reconstructed values.
The period of state reconstruction is Tr � 1 s. For instance,
the SCADA measurement received at t � 108.5 s was used
to reconstruct the state at t � 109 s. The reconstructed power
flow value at t � 109 s was used as pseudo-measurement in the
reconstruction performed at t � 110 s, and so on until t � 113 s,
at which time a new SCADA measurement is available.

Note that the measurement received at t � 116.5 s was taken
before the load curtailment transition. This “outdated” value
impacts the next four state reconstructions, until the SCADA
measurement at t � 120.5 s brings information and allows
state reconstruction to reset close to the exact evolution. This
reset capability was not present in the method of Ref. [1], as
illustrated later on.

Measurement weights

A diagonal weighting matrix W has been considered. The
diagonal entries are of the form 1~σ2, where σ is the standard
deviation of the corresponding measurement error [18]. The
values of σ are given in Table I. The standard deviation
assigned to a SCADA measurement is larger than that of the
corresponding measurement noise, to somewhat account for
the delay δji � τi. The standard deviations assumed for syn-
chrophasors match those of the corresponding measurement
noises. Pseudo-measurements are assigned the same weights
as SCADA measurements, for simplicity.
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TABLE I
STANDARD DEVIATIONS ASSIGNED TO VARIOUS DATA

measurement type σ (pu)
SCADA power flow 0.100

SCADA voltage 0.006
synchrophasor 0.002

pseudo-measurement same as SCADA measurements

Further investigations would be needed to identify “optimal”
weighting factors, or possibly correlations between measure-
ments. Nevertheless, the results were found rather insensitive
to these parameters; furthermore, the accuracy is satisfactory
even with the above heuristic settings.

Results: accuracy of state reconstruction

All voltages (resp. powers) are in per unit on the nominal
voltage (resp. 100-MVA) base.

PMU configuration No. 1

Figures 7 and 8 show the exact and reconstructed evolutions
of respectively the voltage magnitude and the active power of
the load at bus 1041. None of the two quantities is measured.
Figure 9 shows the exact and reconstructed evolutions of the
active power flow in line 1043-1041, which is provided with
a SCADA measurement. As can be seen, the overall accuracy
of state reconstruction is quite satisfactory, even after the
transients due to load curtailment.
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Fig. 7. Exact and reconstructed voltage magnitude at bus 1041 (PMU
configuration No. 1)

Figure 10 shows the reconstructed load active power at the
same bus 1041, obtained by the method of Ref. [1]. In the
latter, SCADA measurements are not exploited, while the
pseudo-measurements used to complement synchrophasors are
the active and reactive powers at load buses and the active
powers and voltages at generator buses. This choice of pseudo-
measurements was based on the assumption that the corre-
sponding quantities do not vary too much over time. Clearly,
this assumption is invalidated in the scenario considered here,
where load is curtailed. Synchrophasor measurements alone
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Fig. 8. Exact and reconstructed active power at bus 1041 (PMU configuration
No. 1)
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Fig. 9. Active power flow in line 1043-1041 (PMU configuration No. 1)
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Fig. 10. Exact and reconstructed active power at bus 1041; reconstruction
using the method of Ref. [1] (PMU configuration No. 1)

do not carry enough information to detect the jump in system
operating conditions. This results in reconstruction errors
which can be seen from t � 116 s, when the first load shedding
takes place. On the contrary, comparing with Fig. 8 shows



7

0 50 100 150 200 250 300
−0.01

−0.005

0

0.005

0.01

Time (s)

(pu)

Fig. 11. Error on reconstructed voltage magnitude at bus 1041 (PMU
configuration No. 1)
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Fig. 12. Error on reconstructed active power of load at bus 1041 (PMU
configuration No. 1)

that the method proposed in this paper takes advantage of the
information provided by SCADA measurements (in particular
the power flow measurement on line 1043-1041), and renders
the above mentioned jumps.

For a closer look at reconstruction errors, Figs. 11, 12 and
13 show the difference between the exact and reconstructed
values, for the same three outputs. The error peaks in Figs. 12
and 13 correspond to respectively the initial fault, the load
curtailments and, to a lower extent, a nearby generator being
switched under field current limit by its OEL. These larger
errors are caused by inconsistencies of the non-synchronized
SCADA measurements. On the other hand, the plots show that
the higher errors take place for short durations only.

While from t � 225 s, the system almost reaches steady
state, Figs. 12 and 13 show that the reconstruction errors do
not vanish. They persist due to the noise affecting SCADA
and PMU data. This is confirmed by Fig. 14, which shows
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Fig. 13. Error on reconstructed active power flow in line 1043-1041 (PMU
configuration No. 1)

(with dashed line) the reconstructed active power flow in line
1043-1041 in the absence of measurement noise on PMU and
SCADA measurements. After each significant transient, the
reconstructed evolution tends very quickly to the exact one.
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Fig. 14. Exact and reconstructed active power at bus 1041 (PMU configu-
ration No. 1) in the absence of measurement noise

The abnormal reconstructed states can be detected through the

index J�x̂� �

m

Q
i�1

�zi � hi�x̂�
σi

	
2

where m is the number of

measurements and x̂ the reconstructed state. It is well known
from WLS estimation theory [18] that, if measurement noises
have normal distribution, the random variable J�x̂� obeys a
chi-square distribution with m�n degrees of freedom, where
n is the number of components of x. For the system being
simulated, m � 154� 24� 20 � 198 and n � 2� 52 � 104, thus
m � n � 94. Assuming a false alarm probability of 1 %, the
statistical threshold on J�x̂� is 128.8.

The values of J�x̂� of the successive reconstructions are
shown in Figs. 15 and 16. Figure 15 clearly shows that the
states reconstructed immediately after the initial disturbance
are unreliable; state reconstruction just after a fault is not
appropriate. However, no later than 10 seconds after, J�x̂�
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Fig. 15. Values of J�x̂� of successive reconstructions
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Fig. 16. Values of J�x̂� of successive reconstructions (smaller y range)

recovers normal values. It is seen from Fig. 16 that J�x̂�
crosses the 128.8 threshold rather often. This is an indication
that either the system state changes too rapidly for the rate
of SCADA measurement update (admittedly, the system is
much stressed in this test case!) or the standard deviations
assigned to SCADA and pseudo-measurements in W should
be somewhat increased.

The second row in Table II shows the mean and standard
deviations of the reconstruction errors, after discarding the
reconstructed states with J�x̂� A 200. The mean errors are
almost negligible (unbiased estimates). For the active power
flow in line 1043-1041, the standard deviation of the recon-
struction error is a bit more than twice the standard deviation
of the measurement noise.

PMU configuration 2

Figures 17, 18 and 19 show the reconstruction errors, for
the same three outputs, when PMU configuration No. 2 is
used. The higher accuracy brought by the synchrophasor
measurements located closer to bus 1041 is quite visible,
especially for the power flow in line 1043-1041. This line is

TABLE II
MEAN AND STANDARD DEVIATION OF RECONSTRUCTION ERRORS (FOR

STATES WITH J�x̂� B 200)

PMU voltage magnitude load active power active power flow
config. at bus 1041 at bus 1041 in line 1043-1041

mean st. dev. mean st. dev. mean st. dev.
No. 1 -0.00022 0.0025 0.0046 0.0570 -0.0022 0.0220
No. 2 -0.00018 0.0017 0.0016 0.0200 -0.0003 0.0028
No. 3 -0.00120 0.0035 0.0040 0.0597 -0.0030 0.0196
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Fig. 17. Error on reconstructed voltage magnitude at bus 1041 (PMU
configuration No. 2)
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Fig. 18. Error on reconstructed active power of load at bus 1041 (PMU
configuration No. 2)

now provided with a synchrophasor measurement of its current
instead of a SCADA measurement. The standard deviation of
the reconstruction error is also significantly reduced, as can
be seen from the third row of Table II.

PMU configuration 3

The results obtained with PMU configuration No. 3 are given
in Figs. 20, 21 and 22 as well as in Table II. In this config-
uration, PMUs are located farther away from bus 1041. As
regards power flows, accuracy is very similar to that obtained
with configuration No. 1. In this case, the area near bus 1041
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Fig. 19. Error on reconstructed active power flow in line 1043-1041 (PMU
configuration No. 2)
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Fig. 20. Error on reconstructed voltage magnitude at bus 1041 (PMU
configuration No. 3)
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Fig. 21. Error on reconstructed active power of load at bus 1041 (PMU
configuration No. 3)

is not provided with PMU, and state reconstruction relies on
SCADA measurements essentially.
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Fig. 22. Error on reconstructed active power flow in line 1043-1041 (PMU
configuration No. 3)
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Fig. 23. Number of iterations

Results: performance of optimization procedure

This section briefly reports on the performance of Hachtel’s
augmented matrix method. In the tracking mode considered
here, for the state reconstruction performed at time t, x0�t�
is initialized at x̂�t � Tr�, the state vector computed at the
previous state reconstruction. The iterations (6, 7) are stopped
when the absolute change in any rectangular component of the
bus voltages is smaller than 0.0001 pu.

The number of iterations (i.e. the number of linear systems
(6) solved) at each successive state reconstruction is shown
in Fig. 23, while a closer look at the first reconstructions is
offered in Fig. 24. The number of iterations is remarkably
low and stable over time, in spite of the important transients
experienced by the system. Even if the initial states are not
reliable, as discussed before, Hachtel’s method is able to solve
the constrained WLS problem very efficiently.



10

0 5 10 15 20 25 30 35 40 45 50
0

0.5

1

1.5

2

2.5

3

3.5

4

Time (s)

ite
ra

tio
ns

Fig. 24. Number of iterations: detailed view

Conclusion

A new approach has been proposed to process SCADA and
synchronized phasor measurements all together, with the ob-
jective of tracking system evolution at a much higher rate
than state-of-the-art state estimation, while tackling (through
pseudo-measurements obtained in a recursive manner) the
unobservability issue caused by the limited number of PMUs.

The following are some of the salient features:

Y the method does not require a dynamic model of the system;
the bus voltages are tracked without modeling the transition
from one state to the next;

Y it resorts to a standard WLS estimation, but with a novel way
of handling measurements as and when they are received;

Y it takes advantage of all available real-time data, even if
they are collected at different rates;

Y it is scalable: scarce PMU configurations are already ex-
ploited, while a higher accuracy will be obtained from richer
configurations available in the future.

Among the issues being currently investigated, let us quote:

Y exploitation of PMU samples available in between state
reconstructions, to improve accuracy and reliability [20];

Y exploitation of non-synchronized but time-tagged SCADA
measurements;

Y a theoretical basis for selecting the weights of respectively
synchrophasor, SCADA, and pseudo-measurements;

Y diagnosis of unreliable state reconstructions caused by ex-
cessive transients;

Y identification of persistently erroneous measurements;
Y improved numerical solution of the optimization problem

(for instance, infrequent updates of Hachtel’s matrix);
Y state reconstruction of larger systems;
Y state reconstruction of a limited region but at higher rates,

with the objective of tracking faster dynamics.
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