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Abstract. The binomial coefficient of two words uw and v is the number
of times v occurs as a subsequence of u. Based on this classical notion, we
introduce the m-binomial equivalence of two words refining the abelian
equivalence. The m-binomial complexity of an infinite word = maps an
integer n to the number of m-binomial equivalence classes of factors of
length n occurring in z. We study the first properties of m-binomial
equivalence. We compute the m-binomial complexity of the Sturmian
words and of the Thue-Morse word. We also mention the possible avoid-
ance of 2-binomial squares.

1 Introduction

In the literature, many measures of complexity of infinite words have been intro-
duced. One of the most studied is the factor complexity p, counting the number
of distinct blocks of n consecutive letters occurring in an infinite word = € AYN.
In particular, Morse-Hedlund theorem gives a characterization of ultimately pe-
riodic words in terms of bounded factor complexity. Sturmian words have a
null topological entropy and are characterized by the relation p,(n) = n + 1
for all n > 0. Abelian complexity counts the number of distinct Parikh vectors
for blocks of n consecutive letters occurring in an infinite word, i.e., factors of
length n are counted up to abelian equivalence. Already in 1961, Erdés opened
the way to a new research direction by raising the question of avoiding abelian
squares in arbitrarily long words [6]. Related to Van der Waerden theorem, we
can also mention the arithmetic complexity [1] mapping n > 0 to the number of
distinct subwords x; @i 4p * + * Tiy (n—1)p built from n letters arranged in arithmetic
progressions in the infinite word z, ¢ > 0, p > 1. In the same direction, one can
also consider maximal pattern complexity [7].

As a generalization of abelian complexity, the k-abelian complexity was re-
cently introduced through a hierarchy of equivalence relations, the coarsest being
abelian equivalence and refining up to equality. We recall these notions.
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Let k € NU {400} and A be a finite alphabet. As usual, |u| denotes the
length of u and |u|, denotes the number of occurrences of the word z as a factor
of the word w. Karhuméki et al. [8] introduce the notion of k-abelian equivalence
of finite words as follows. Let u,v be two words over A. We write u ~,p 1 v if
and only if |u|, = |v|, for all words x of length |x| < k. In particular, u ~ap 1 v
means that v and v are abelian equivalent, i.e., u is obtained by permuting the
letters in v.

The aim of this paper is to introduce and study the first properties of a
different family of equivalence relations over A*, called k-binomial equivalence,
where the coarsest relation coincide with the abelian equivalence.

Let w = ug---un—1 be a word of length n over A. Let £ < n. Let t: N — N
be an increasing map such that ¢(¢ — 1) < n. Then the word Up(0) "+ Ug(e—1) 1S @
subword of length ¢ of u. Note that what we call subword is also called scattered
subword in the literature. The notion of binomial coefficient of two finite words u
and v is well-known, (Z) is defined as the number of times v occurs as a subword
of u. In other words, the binomial coefficient of v and v is the number of times
v appears as a subsequence of u. Properties of these coefficients are presented
in the chapter of Lothaire’s book written by Sakarovitch and Simon [12, Section
6.3]. Let a,b € A, u,v € A* and p, ¢ be integers. We set 5 = 1 if a = b, and
0a,p = 0 otherwise. We just recall that

(o) = @) €)== () =0 () = () 5 (2)

and the last three relations completely determine the binomial coefficient (Z) for
all u,v € A*.

Remark 1. Note that we have to make a distinction between subwords and fac-
tors. A factor is a particular subword made of consecutive letters. Factors of u
are denoted either by u; - --u; or u[i, 5], 0 < ¢ < j < |ul.

Definition 1. Let m € NU {400} and u,v be two words over A. We say that
u and v are m-binomially equivalent if

(“) - (”) Ve € AS™,
xr X

Since the main relation studied in this paper is the m-binomial equivalence, we
simply write in that case: u ~p, v.

Since () = |ul, for all @ € A, it is clear that two words u and v are abelian
equivalent if and only if u ~1 v. As for abelian equivalence, we have a family of
refined relations: for all u,v € A*, m > 0, 4 ~pq1 V= U~y 0.

FEzample 1. For instance, the four words ababbba, abbabab, baabbab and babaabb
are 2-binomially equivalent. For any w amongst these words, we have the fol-
lowing coefficients

()= () = () = () == () == () =



But one can check that they are not 3-binomially equivalent, as an example,

ababbba ~ 3 but abbabab _ 4
aab aab
indeed, for this last binomial coefficient, aab appears as subwords wowswy,
wowswg, wowswg and wswsweg. Considering again the first two words, we find
|ababbbal,, = 2 and |abbababl., = 3, showing that these two words are not 2-

abelian equivalent. Conversely, the words abbaba and ababba are 2-abelian equiv-
alent but are not 2-binomially equivalent:

(abbaba) _ 4 but (ababba) s
ab ab

This paper is organized as follows. In the next section, we present some
straightforward properties of binomial coefficients and m-binomial equivalence.
In Section 3, we give upper bounds on the number of m-binomial equivalence
classes partitioning A™. Section 3 ends with the introduction of the m-binomial

(m)

complexity by ’ of an infinite word z. In Section 4, we prove that if = is a

Sturmian word then, for any m > 2, b&’”) (n) =n+1 for all n > 0. In Section 5
we consider the Thue-Morse word ¢ and show that, for all m > 1, there exists
a constant C), such that b(m)( ) < C,, for all n > 0. For instance, binomial
coefficients of ¢t were considered in [3]. Due to space limitations, we only give
details for the cases m = 2,3. In the last section, we evoke the problem of
avoiding 2-binomial squares.

2 First Properties

We denote by B(™)(v) the equivalence class of words m-binomially equivalent to
v. Binomial coefficients have a nice behavior with respect to the concatenation
of words.

Proposition 1. Let p,s and e = egey - - - e,—1 be finite words. We have

n

psy p §

) =2 (o ) o)
i—0 71— 1€i+1 n—1

We can also mention some other basic facts on m-binomial equivalence.
Lemma 1. Let u,u’,v,v" be finite words and m > 1.

— If u ~p v, then u ~p v for all £ <m
— Ifur~y, vand v ~,, v, then uu' ~,, vv'.

Proof. Simply note for the second point that, for all x = x¢---xy—1 of length
< m, (“;‘ ) is equal to

é( Ozl)( [i, 6/1) é( 011)(95[1,?/1]):(”:)'



Remark 2. Thanks to the above lemma, we can endow the quotient set A*/~,
with a monoid structure using an operation o : A*/ ~,, XA*/ ~,— A*/ ~p,
defined by B (p) o B(™)(g) = B(™)(r) if the concatenation B(™) (p).B™)(q) is
a subset of B(™)(r). In particular, one can take 7 = pq. If a word v is factorized

as v = pus, then the m-equivalence class B("™ (v) is completely determined by
p,s and B(™)(u).

3 On the Number of k-Binomial Equivalence Classes

For 2- and 3-abelian equivalence, the number of equivalence classes for words
of length n over a binary alphabet are respectively n? —n + 2 and ©(n*). In
general, for k-abelian equivalence, the number of equivalence classes for words of
length n over a (-letter alphabet is O(n(*=D¢" ") [8]. We consider similar results
for m-binomial equivalence (proofs are given in the appendix).

Lemma 2. Letu € A*, a € A and £ > 0. We have

(@)= () e 2 0)=(5)

Lemma 3. Let A be a binary alphabet, we have

n

n3+5n+6
=Y (- i+ =
7=0

Proposition 2. Let m > 2. Let A be a binary alphabet, we have
(A7 ) € O(n(n 02" D)
We denote by Fac,(n) the set of factors of length n occurring in .

Definition 2. Let m > 1. The m-binomial complexity of an infinite word x
counts the number of m-binomial equivalence classes of factors of length n oc-
curring in .,

b{™ : N = N, n— #(Facy(n)/~m).
Note that b&” corresponds to the usual abelian complexity denoted by p2®.

If p, denotes the usual factor complexity, then for all m > 1, we have

b{™ (n) <D V() and P3P (n) <bY™(n) < pu(n). (1)

4 The m-Binomial Complexity of Sturmian Words

Recall that a Sturmian word x is a non-periodic word of minimal (factor) com-
plexity, that is, p,(n) = n+ 1 for all n > 0. The following characterization is
also useful.



Theorem 1. [13, Theorem 2.1.5] An infinite word x € {0,1}* is Sturmian if
and only if it is aperiodic and balanced, i.e., for all factors u,v of the same length
occurring in , we have ||luly — |v|1| < 1.

The aim of this section is to compute the m-binomial complexity of a Stur-
mian word as expressed by Theorem 2. We show that any two distinct factors
of length n occurring in a Sturmian words are never m-binomially equivalent.
First note that Sturmian words have a constant abelian complexity. Hence, if x

is a Sturmian word, then b )( y=2foralln>1

Theorem 2. Let m > 2. If x is a Sturmian word, then b{"™ )( )=n+1 for all
n > 0.

Remark 3. If x is a right-infinite word such that b(l)( ) =2 for all n > 1, then
x is clearly balanced. If bg)( ) =n+1, for all n > 0, then the factor complexity
function p, is unbounded and =z is aperlodlc As a consequence of Theorem 2, an
infinite word x is Sturmian if and only if, for alln > 1 and all m > b(l)( ) =2
and b{™ (n) = n + 1.

Before proceeding to the proof of Theorem 2, we first recall some well-known
fact about Sturmian words. One of the two symbols occurring in a Sturmian word
x over {0, 1} is always isolated, for instance, 1 is always followed by 0. In that
latter case, there exists a unique k£ > 1 such that each occurrence of 1 is always
followed by either 0¥1 or 011 and z is said to be of type 0. See for instance [14,
Chapter 6]. More precisely, we have the following remarkable fact showing that
the recoding of a Sturmian sequence corresponds to another Sturmian sequence.
Note that o : AY — A¥ is the shift operator mapping (n)n>0 t0 (Zn+1)n>0-

Theorem 3. Let x € {0,1}¥ be a Sturmian word of type 0. There exists a
unique integer k = 1 and a Sturmian word y € {0,1}* such that © = o°(u(y))
for some ¢ < k+ 1 and where the morphism p : {0,1}* — {0,1}* is defined by
p(0) = 0F1 and p(1) = 0F+11.

Corollary 1. Let € {0,1}* be a Sturmian word of type 0. There exists a
unique integer k > 1 such that any factor occurring in x is of the form

0"10F+eoqpktery. .. oFten-1100 (2)

where r,s < k41 and eger -+ - €p—1 € {0, 1}* is a factor of the Sturmian word y
introduced in the above theorem.

Let e =€+ €,—1 be a word over {0,1}. For m < n — 1, we define

= an] and  S(e) := S(e,n—1). (3)
7=0



Remark 4. Let v = 0r10~F+eo10rtei] ... 0F+en-110% of the form (2), we have

((;)1) =r(n+1) +j§0(k+€j)(n—j) =r(n+1)+S(e- - €n_1) +kW'

We need a technical lemma on the factors of a Sturmian word.

Lemma 4. Letn > 1. If u and v are two distinct factors of length n occurring
in a Sturmian word over {0,1}, then S(u) £ S(v) (mod n+1).

Proof. Consider two distinct factors u,v of length n occurring in a Sturmian
word y. For m < n, we define A(m) := |ugug -+ - um|1 — |[vov1 -+ - Um|1. Due to
Theorem 3, we have |A(m)| < 1. Note that, if there exists ¢ such that A(i) =1
then, for all j > 4, we have A(j) > 0. Otherwise, we would have |[v[i + 1,7]|1 —
|u[i +1,4]]1 > 1 contradicting the fact that y is balanced. Similarly, for all j < 4,
we also have A(j) > 0.

Since v and v are distinct, replacing v with v if needed, we may assume that
there exists a minimal ¢ € {0,...,n — 1} such that A(¢) = 1. From the above
discussion and the minimality of i, A(j) = 0 for j < ¢ and A(j) € {0,1} for
j>.

From (3), for any j < n, we have

A(G+1) > A@GY) = S(u,j+1)=S(v,j+1)=S(u,j) — J

AG+ 1) =AG) = S(u,j+1) —S(v,5+1) = S(u,j) — S(v,j)

AG+1) <A@G) = S(u,j+1) =S, +1) = S(u,j) = S(v, j) — (n—j).
(

In view of these observations, the knowledge of A(0), A(1),... permits to com-
pute (S(u,j) — S(v,7))ogj<n and we deduce that 0 < S(u) — S(v) < n+1
concluding the proof.

Proof (Proof of Theorem 2). Let x be a Sturmian word of type 0 and m > 2.
From (1), we have, for all £ > 0,

b (£) < bI™ (£) < pa(f) = £+ 1.

We just need to show that any two distinct factors of length ¢ in x are not
2-binomially equivalent, i.e., £+ 1 < bg) ().

Proceed by contradiction. Assume that = contains two distinct factors u and
v that are 2-binomially equivalent. In particular, (5q) = (5) and (13) = (1)
Hence we get |u| = |v| and |u]y = |v]; = n. From Corollary 1, there exist k > 1
and a Sturmian word y such that

w = 0710~ eooktey. . okten-110s ¢ = 0T 10F T 10F eI ... o e 110

where € = €pey -+ - €1 and € = €€} - - - €}, _; are both factors of y.
Since u ~g v, it follows (8‘1) = (01) From Remark 4, we get

pntl) ,n(n1)

Otherwise stated, we get S(e) — S(¢') = (r' —7)(n+1) contradicting the previous
lemma.

r(n+1)4+S(e) + k



5 The Case of the Thue—Morse Word

The Thue—Morse word t = 01101001100101101001011001101001 - - - is the infi-
nite word lim, o ¢™(a) where ¢ : 0 — 01, 1 +— 10. The factor complexity of
the Thue-Morse word is well-known [2,5]: p(0) = 1, p:(1) = 2, p(2) = 4 and

(n) = An —2.2M _4if2.2m < < 3.2M
PV =Y on+4.2m —2if3.2m < < 427

and the abelian complexity of ¢ is obvious.

Lemma 5. We have bgl)(Qn) =3 and bgl)(Qn +1)=2foraln>1

The main result of this section is the following one. It is quite in contrast
with the Sturmian case because here, the Thue-Morse word exhibits a bounded
m-binomial complexity.

Theorem 4. Let m > 2. There exists Cp, > 0 such that the m-binomial com-
plexity of the Thue—Morse word satisfies bg’”) (n) < Cyp, for alln = 0.

For the sake of presentation, we first show that the 2-binomial complexity of
the Thue-Morse word is bounded by a constant.

Theorem 5. There exists Co > 0 such that the 2-binomial complexity of the
Thue-Morse word satisfies bg2)(n) < Cy forallm > 0.

Proof. Any factor v of ¢t admits a factorization of the kind py(u)s with p,s €
{0,1,e} and where u is a factor of t. Using Remark 2, it is therefore enough to
prove that, for all n,

#{BP (v) | Ju € Facs(n) : v = o(u)} < 9. (4)

Recall from the proof of Lemma 3 that the 2-binomial equivalence class of a
word v of length 2n over a binary alphabet {0, 1} is completely determined by
its length, |v|o and (), i.e.,

#{B@(v) | Ju € Facy(n) : v u)}

() () GG rmermre=son

= (el (g )1 30 € Facu(m) 0 = o).

Fix n > 1. Consider an arbitrary factor « = ug---un—1 € Faci(n) and the
corresponding factor v = p(u) = vg - - - va,—1 of t of length 2n. From Lemma 5,
|v]p takes at most three values (depending on n).

Let us compute the possible values taken by the coefficient (01) Consider an
occurrence of 01 as a subword of v, i.e., a pair (i,7), i < 7 < n — 1, such that
v;v; = 01. There are two possible cases:



— Ifi =2m and j = 2m+1, for some m > 0, then u,, = 0 because vy, Vom+1 =
©(tm). There are |ulp such occurrences.

— Otherwise, we have ¢ € {2m,2m + 1}, j € {2m/,2m’ 4+ 1} with m’ > m.
For all m (resp. m’), exactly one letter of the factor vo,vam+1 = @(tm)
(resp. Vam/vVam+1 = @(ul,)) is 0 and the other one is 1. Hence, for any
1 €{0,...,n—2}, j can take a value of the n—1—1i values in {i+1,...,n—1}.

Summarizing these two cases, we have

(gr) =lulo+ >0 =l + nn 1),

From Lemma 5, |u|p takes at most three values (depending on n) and therefore

the same holds for (0”1). Hence, the conclusion follows.

We now extend the proof of Theorem 5. The first part is to generalize (4).
Lemma 6. Let m,k > 1. Assume that there exists D such that, for all n,
#{B™) (v) | Ju € Facy(n) : v = " (u)} < D.

(m)
t

Then the m-binomial complexity of the Thue—Morse word b s bounded by a

constant.

Proof. Let £ > 1. Let f be a factor of ¢ of length ¢. This factor is of the form?
pus where p (resp. s) is a proper suffix (resp. prefix) of some ¢*(a) (resp. ©* (b))
where a,b are letters and v = ¢¥(u) for some factor u of t of length n. In
particular, we have |p|,|q| < 2¥ — 1. Note that ¢ is of the form n - 28 + r with
0 <7 < 2(2% —1). Hence, for a given f of length ¢, the corresponding integer n
can take at most 2 values which are [¢/2¥| —1 and [£/2%]. From the assumption,
we get

#{B) (v) | Fu € Facy(|£/2"] — 1) UFac,(|£/2"]) : v = ©*(u)} < 2D.

Finally, using Remark 2, we have B(™(f) = B("™)(p) o B™)(v) o B(™)(s).
Since p and s have bounded length, B(™)(p) and B(") (s) take a bounded number
of values. Moreover, B("™) (v) takes at most 2D values, hence b,E”” is bounded

by constant.

From now on, intervals [r,s] (resp. [r,s)) will be considered as intervals of
integers, i.e., one should understand [r, s] NZ (resp. [r,s) NZ).

Aside from the idea of dealing with words of a convenient form, the second
key idea of the proof of Theorem 5 is to split the set of occurrences of the subword
01 into two disjoint subsets facilitating the counting. We shall now generalize
this idea for m-binomial complexity but some terminology is required. Let v be
a word. A subset T = {t1 <ta <...<tn} C[0,|v]) defines a subword denoted
by vr = Vg, Vg, - - Vg,

n

3 This is the idea of “de-substitution” where ¢ is factorized into consecutive factors of
length 2*.



Definition 3. If ay,...,ay, are non-empty and pairwise disjoint subsets of a
set X such that U;o; = X, then o = {a1,...,an} is a partition of X. Any
partition o of a set X is a refinement of a partition B of X if every element
of a is a subset of some element of B. In that case, « is said to be finer than
B (equivalently B is coarser than «) and we write a < . Since =X is a partial
order, we define a chain as a subset of partitions V), 83, ... of X satisfying

AL <@ < ...,

A k-partition o = {aa,...,am} of the set [0,mk) is a partition into subsets
a; = [(1 — D)k, ik) of size k. In particular, a 2'-partition is a refinement of a
27 -partition of [0,2F), i < j < k.

Definition 4. Let X be a set and T = {t; <tz <...<t,} be a subset of X. A
partition o = {aq,...,am} of X induces a partition apr = {y1,...,v} of [1,n]
defined by

i, €y & Is 1t € a,.

Note that for two partitions o, 8 of X, if « 2 3, then ar = Br.

Ezample 2. Take X = [0,7] and T = {0, 2, 3,5}. Consider the following two par-
titions of X: a = {{0,1},{2,3,4},{5,6,7}} and 8 = {{0,1,2},{3,4,5},{6,7}}.
We get ar = {{1},{2,3},{4}} and Br = {{1,2},{3,4}}.

Definition 5. Let T = {t; <ta < ... <t} and U = {u; < ug < ... < uyn}
be subsets of X. These subsets are equidistributed with respect to a partition «
of X if ar = ay. These subsets are equidistributed with respect to a chain €
of partitions of X if apr = ay for all a € €. We also say that the subsets are
¢-equidistributed.

Ezample 3. Consider the chain € consisting of the 4-partition 8 = {0, 3], [4, 7]}
and the 2-partition o = {[0,1],[2,3],[4,5],[6,7]} of the set [0,7]. The subsets
T ={0,5}, U = {1,2} and V = {3,4} are equidistributed with respect to the
2-partition (ar = ay = ay = {{1},{2}}), but U is not €-equidistributed to T’
(resp. V') because fr = By = {{1},{2}} and Bv = {{1,2}}.

Example 4. In the last part of the proof of Theorem 5, we have considered the
two possible cases for an occurrence of the subword 01 in v. If T = {i,j} is a
subset of [0, |v]) and « is the 2-partition of [0, |v]), then these cases correspond
exactly to the two possible values ar = {1,2} or ap = {{1},{2}}.

Let € be a chain (1) < B(2) < ... of partitions of X and T'= {ti,...,t,} bea
subset of X. We use nested brackets to represent the induced chain ﬁ(Tl) < B(TQ ) <
- of partitions of [1,n]. The outer (resp. inner) brackets represent the coarsest
(resp. finest) partition of [1,n]. As an example [[t1t2]][[ts][t4]] represents the
partition {{1,2}, {3}, {4}} and the coarser partition {{1, 2}, {3,4}}. To get used
to these new definitions, we consider another particular statement. (A precise
and formal definition of the bracket notation is given in the appendix.)



Remark 5. Two subsets T and U of size n of X are equidistributed with respect
to a chain € of partitions of X if and only if they give rise to the same notation
of nested brackets. We call it the type of T' with respect to €.

Ezample 5 (continuing Example 3). Consider the subsets R = {0,1,4,7} and
S =1{2,3,4,6} of [0,7]. We have agr = as = {{1,2},{3},{4}} and fr = 8s =
{{1,2},{3,4}}. Hence R and S are €-equidistributed and give both rise to the
notation [[t1t2]][[ts][t4]]-

We prove the case of the 3-binomial complexity. The proof of the general case
needs more elaborated notions and is treated in a separated appendix.

Theorem 6. There exists C3 > 0 such that the 3-binomial complexity of the
Thue—Morse word satisfies bgg)(n) < Cs for alln > 0.

Proof. In view of Lemma 6, it is enough to show that there exists a constant D
such that, for all n, we have #{B®) (v) | 3u € Faci(n) : v = p>(u)} < D.

Let n > 1. Let v = ¢?(u) with u € Facy(n). In particular, |v| = 4n. Consider
the chain € consisting of the 2-partition and the 4-partition of [0,4n). Any subset
T = {t1 <tz < t3} of [0,4n) is C-equidistributed to a subset of one the following

types:

~ [t][tallts], e, the wnion of the types [ )[tal)(tsl], [ea)lt=]llts]) and
[[t1]][[t2][t3]]: the 3 elements of T' belong to pairwise distinct subsets of the
2-partition of [0,4n)

— [[t1t2][ts]] or [[t1][tats]]: two elements belong to the same subset of the 2-
partition of [0,4n) and the 3 elements of T" belong to the same subset of the
4-partition of [0, 4n).

— [[t1t2]][[ts]] or [[t1]][[t2ts]]: two elements belong to the same subset of the
2-partition and to the same subset of the 4-partition of [0,4n).

Let e = egerea be a word of length 3. We will count the number of occurrences
of the subword e = vy, v4,vt, in v depending on the type of T' = {¢1,ta,t3} with
respect to €.

Assume that the type of T is [¢1][t2][ts]. Each subset S of the 2-partition
of [0,4n) corresponds to a factor vg = 01 or vg = 10 and v contains 2n such
factors. Hence the number of subwords e occurring in v for this type takes, for
a given n, a unique value which is (2??)

Now assume that the type of T is [[t1to][ts]] (similar arguments apply to
[[t1][t2t3]]). Each subset S of the 4-partition of [0, 4n) corresponds to a factor vg
which is either ¢?(0) = 0110 or »?(1) = 1001. Then the number of subwords e
occurring in v of this type is

01 10 10 01

( ) ( ) ulo + ( ) ( ) lul1 € {0, [ulo, [ul1}.
epel €9 €o€1 €2

SN——" S——"

Oor1l 1 Oor1l 1



Recall that, for a given n = |u|, the pair (Juo, |u|1) can take at most three values
(see Lemma 5). The number of subwords e occurring in v of this type takes, for
a given n, takes at most 4 values?.

Now assume that the type of T is [[t1t2]][[t3]] (similar arguments apply to
[[t1]][[t2ts]]). Each subset S of the 4-partition of [0,4n) is a union of two sets
S’, 8" of the 2-partition of [0,4n) and we have either vg: = 01,vg, = 10 or
vsr = 10,vg» = 01. They are n subsets of size 4 in the 4-partition of [0,4n) and
we have to pick 2 of them. Hence, the number of subwords e occurring in v for

this type is
() * (e () (2D C)

Oor 1 2

and this quantity, for a given n, takes at most 2 values.

We have proved that, for all |e| = 3 and v = ¢?(u) with u € Faci(n), (V)
takes at most 1 +2-4 + 2 -2 = 13 values (these values depend on n, but the
number of values is bounded without any dependence to n). Note that B®) (v) is
determined from B® (v) and by the values of (V) for the words e of length 3. To
conclude the proof, note that #{B?) (v) | 3u € Faci(n) : v = p?(u)} is bounded
by #{B® (v) | 3z € Fac;(2n) : v = ¢(2)} < 9 using (4). Consequently, we have
shown that #{B®) (v) | Ju € Faci(n) : v = p?(u)} < 9-13% for all n > 1.

Remark 6. By computer experiments, b§2) (n) is equal to 9 if n = 0 (mod 4)

and to 8 otherwise, for 10 < n < 1000. Moreover, bgg) (n)isequal to 21 if n =0
(mod 8) and to 20 otherwise, for 8 < n < 500.

6 A Glimpse at Avoidance

It is obvious that, over a 2-letter alphabet, any word of length > 4 contains a
square. On the other hand, there exist square-free infinite ternary words [12].
In the same way, over a 3-letter alphabet, any word of length > 8 contains an
abelian square, i.e., a word uu’ where u ~1 u’. But, over a 4-letter alphabet,
abelian squares are avoidable, see for instance [10]. So a first natural question in
that direction is to determine, whether or not, over a 3-letter alphabet 2-binomial
squares can be avoided in arbitrarily long words. Naturally, a 2-binomial square
is a word of the form wu’ where u ~5 u’. Note that, for abelian equivalence, the
longest ternary word which is 2-abelian square-free has length 537 [9].

As an example, v = 121321231213123132123121312 is a word of length 27
without 2-binomial squares but this word cannot be extended without getting
a 2-binomial square. Indeed, ul (resp. u3) ends with a square of length 8 (resp.
26)

Consider the 13-uniform morphism of Leech [11] which is well-known to be
square-free, g : a — abcbacbcabcba,b — beacbacabeach, ¢ — cabacbabcabac. In

4 A close inspection shows that if |u| = 2n, then |uo, |uls € {n — 1,n,n + 1}, if
|lu| = 2n + 1, then |u|o, |ul1 € {n,n+ 1}.



the submitted version of this paper, we conjectured that the infinite square-free
word ¢“(1) avoids 2-binomial squares. For instance, we can prove that

u g v g(u) ~2 g(v).

Nevertheless, M. Bennett has recently shown that the factor of length 508 oc-
curring in position 845 is a 2-binomial square [4].
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7 Proofs on the Number of Equivalence Classes

Proof (Proof of Lemma 3). The set A™ is split into n + 1 equivalence classes for
the abelian equivalence. Let j € {0,...,n}. Consider a representative u of such
an abelian equivalence class characterized by |ul, = j and |u|, = n — j. The
extremal values taken by (;‘b) are

pn—igd adbn—I
= d =j(n —9).
(") =oma (“07) =it

Now we show that, for all k € {0,...,5(n — j)}, there exists a word w abelian
equivalent to u and such that (;Jj)) = k. One has simply to consider the j(n—j)+
1 words b"~Ja?, b I tabal L, b I 1a2bal 2, ..., B I Ladb, DI 2abal 1D,
b9 2a%bal=2b, ..., b""I72aIb?, ..., a/b" . To conclude the proof, since ()

and (;‘l’)) are determined by the abelian class of w and using Lemma 2

() =(5) () () - ()

then, the coefficient ( a) for a word w abelian equivalent to u is deduced from
(a ) Hence the abelian equivalence class containing " ~7a/ is split into (n—75)j+1
classes for the 2-binomial equivalence.

Proof (Proof of Proposition 2). Let u be a word of length n. Let £ < m. The
number of subwords of length ¢ occurring in u is (;}) There are exactly 2¢ words
of length £ enumerated lexicographically: v 1, . .., vy 5¢. Consider the vector ¥y (u)

of size 2¢ given by
Uy(u) := ((U?I) (v;;[)) .

If w and «’ are two words of length n such that Wy(u) # We(u'), then u £y v’ and

thus u ¢, u'. An upper bound on the number of values taken by ¥,(u) € N2
is given by the number of ways to partition the integer (;}) as a sum of 2°

non-negative integers, that is ((7) + 1)2'~1. Hence, we get

# (A" ~o) f[()+12—1

The upper bound is obtained by replacing ((}) + 1)2 ~1 with (n*)?
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8 Binomial Complexity of the Thue-Morse Word

From the proof of Theorem 6, when dealing with the general case of m-binomial
complexity of the Thue-Morse word t, it seems clear that we have to study
the possible types of occurrences of a subword of length m with respect to a
chain of 2—,4—,8—,...,2™—partitions of [0,2"n). To describe these types in
full generality, we introduce some notation and more elaborated definitions. To
help the reader, we have considered along the text several examples illustrating
the different new notions.



8.1 ¢&-Equidistributed n-Subsets

For the set X, we usually have in mind the set [0, |v|) of positions inside a word
v.

Definition 6. Let X be a set and n < #X. A n-set is a set of size n. Let € be
a chain of partitions of X. Being €-equidistributed is obviously an equivalence
relation =¢ over the set X, of the n-subsets of X. The corresponding quotient
set is denoted by X,/ =¢.

Ezample 6. Consider the set X = [0,7] and the chain © consisting of the 2-
partition and the 4-partition of X. The set

5:{{0+i1,2+i2,4+i3,6+i4}|i1,...,i4€{0,1}}

is an equivalence class belonging to the quotient set X4/ =5. In other words,
a 4-subset of X belongs to £ if and only if its four elements belong to pairwise
distinct subsets of the 2-partition of X. In the same way, the set

F = {{0 41,1+ il,ig} | 11 € {0, 2},i2 € {4,5,6,7}}
is an equivalence class belonging to X5/=p.

Definition 7. Let k,n be integers such that n > k > 1. Let S = {s1,..., 8k}
be a subset of [1,n] and € € X,/ =¢ be an equivalence class of €-equidistributed
n-subsets of X. The restriction of £ to S, denoted by &g, is the set of €-
equidistributed k-subsets of X defined by

U={uwi < - <utellsedl={t1 < - <tpy€&EVic[1,k]:u; =ts,.

We say that k is the size of E|g. It is the cardinal of any subset belonging to &|s.
If R is a restriction of the kind E|g, then dom(R) denotes the underlying set S.

Ezample 7 (Example 6 cont.). Let S = {1,3}. We have

5|S = {{Oa 4}7 {Oa 5}7 {L 4}a {L 5}}

Note that £|g is a strict subset of the equivalence class

{{’Lv]} | S [073]7] € [477]} € X2/E© .
With the same set S, we get Fl|g = {{i,j} |7 € {0,2},j € [4,7]}.

Definition 8. Let € = {aM) < a® < ... <a} be a chain of partitions of X
and o € €. Let € be an equivalence class in X,/ =¢. Recall that, for all n-subsets
U, T € &, we have ay = ar. The partition of [1,n] induced by &£ is denoted by
ag and is equal to ar for any T € £.

Consider the coarsest partition o™ € €. Then ag) is a partition {S1,...,St}
of [1,n]. The restrictions E|s,,...,E|s, are called the components of £.



If €|s,, ..., E|s, are the components of £, then any subset T belonging to £
admits a unique decomposition as

T=U,U---UUy, WithUj€5|sj,Vj.

Remark 7. As seen in Example 7, a restriction and thus a component of an
equivalence class £ € X,/ =¢ is generally a strict subset of an equivalence class
in X/ =¢ for some k.

Ezample 8 (Example 6 cont.). Consider again the chain ® consisting of the 2-
partition o(") = {[0,1],[2, 3], [4, 5], [6, 7]} and the 4-partition a® = {[0, 3], [4,7]}
of [0, 7]. Take the 4 subset T = {0,2,4,6} which is a class representative of &.
We have a(Tl) = ag = {{1},{2}, {3} {4}} and a = ag) = {51, S2} where
S1={1,2} and Sy = {3,4}. The components of £ are

5|S1 = {{Oa 2}7 {0,3}, {L 2}7 {1,3}} and 5|Sl = {{476}a {477}a {576}7 {577}}

Consider the 3-subset U = {0, 1,4} which is a class representative of F. We have
ag) = a(}}) = {{1,2},{3}} and ag) = a(}%) = {{1,2},{3}}. The components of
Fare {{0,1},{2,3}} and {{4}, {5}, {6}, {7}}.

8.2 The Dot-Bracket Notation

We now introduce a convenient way to denote a class of €-equidistributed n-
subsets of X. Roughly speaking, this notation represents how the n elements of
any n-subset of the equivalence class are distributed inside the partitions of €.

Definition 9. Let € = {a) < a® < ... <"} be a chain of partitions of X .
Let &€ be an equivalence class in X,/ =¢. We introduce the dot-bracket notation
for & as the word db(E) over the alphabet {[,],-}, containing exactly n dots and
defined inductively as follows:

— Step 0: define n words g(0,1) = --- = g(0,n) = - (corresponding to the

singletons {1},...,{n}). We set a ={{1},...,{n}}.
— From stept to step t+1: we have s; words g(t, 1) .. ,g(t st) corresponding to

the partition of [1,n] given by oz(t) {S(t) .. Sst }. Assume that a(Hl)

{S?Jrl yer sfjll)} We define si+1 new words g(t+1,1),...,9(t+1,8:41)
such that
gt +1,9) = [t )g(t,i+1) - g(t,i+ )] i SV = 5P u--us
The size of a dot-bracket notation M € {[,],-}* is the number of occurrences of

“7” in the word M.

Ezample 9 (Example 6 cont.). We get db(E) = [[[][]] [[][-]] and db(F) = [[--]] [[']]-



Remark 8. Words over {[,], -} representing an equivalence class in X,,/=¢ are of
a special form. They correspond to Motzkin paths of a special kind, i.e., lattice
paths of N? running from (0,0) to (¢,0), for some ¢, that never pass below the
x-axis and whose permitted steps are the up diagonal step (1, 1) corresponding
to “[”, the down diagonal step (1,1) corresponding to “]” and the horizontal step
(1,0) corresponding to “-”, satisfying the following properties:

— each subpath connecting (7,0) and (k,0) and not passing through (j,0),
1 < j < k, has height #¢,

— there are exactly n horizontal steps and they all occur at height #¢,

— the word does not contain the factor [], i.e., there is no peak made of an up
diagonal step followed by a down diagonal step.

We extend the dob-bracket notation, defined above for an equivalence class,
to any subset of an equivalence class (and in particular to its components). This
is meaningful because the considered n-subsets of X are still €-equidistributed.
Hence, this notation represents how the elements of any such n-subset are dis-
tributed with respect to the partitions of €.

Definition 10. Let &|s,,...,E|s, be the components of € € X,/ =¢. Let j €
{1,...,t}. The elements of £|s, are {;-subsets of [1,n] and E|s, is included in
some equivalence class F; € ng/Eq. Note that {1+ - - + £y = n. (Observe that
dom(€|s;) =1+ 41+ +Lj_1,01+---+ L] for all j <t.) We define the dot-
bracket notation for the component £|s; as db(F;). Note that the dot-bracket
notation of the components can be deduced from db(E): there are exactly the
factors of the kind [*€u]#%, where u does not contain the factor [#¢, occurring
in db(€). By abuse of language, these factors are called the components of db(E)
and we can speak of the size of a component.

Ezample 10 (Example 6 cont.). The two components of db(€) are both equal
to [[[][-]] and the two components of db(F) are [[--]] and [[-]]. For instance, the
notation [[-]] means that the two elements of any subset of the component belong
to the same 2-partition and to the same 4-partition. Note that this notation for a
component lacks the information about the underlying domain. The component

denoted by [[+]] corresponds to the distribution of the two subsets {0,1} and
{2,3} inside ©. But with the equivalence class G = {{i1,4 + i2,5 + i2} | i1 €
{0,1,2,3},i2 € {0,2}} denoted by db(G) = [[]][["]], the component denoted

again by [[--]] corresponds to the distribution of the two subsets {4,5} and {6, 7}
inside ®.

Note that the same dot-bracket notation may occur for equivalence classes
related to two different sets and their corresponding chains of partitions. We will
often make use of this fact in all what follows. For instance, when considering a
component and then the equivalence class having the same dot-bracket notation.

Definition 11. Let X be a set, € be a chain of partitions of X and £ be an
equivalence class in X,/ =¢. Let Y be a set, D be a chain of partitions of Y
such that #€ = #9.



We denote by cl(Y,D,db(£)) the equivalence class F in Y,/ =9 such that
db(E) = db(F). If no such class exists or if #€ # #D, we set cl(Y,D,db(€)) = 0.

Ezample 11. Let € (resp. €’) be the chain consisting of 2- and 4-partitions of
[0,4) (resp. [0,8)). Let ® be the chain consisting of 3- and 9-partitions of [0, 9).
For instance, we have

cl([0,4), & [[][1]) = {{0 + i1, 2 +ia} [ 41,42 € {0, 1}},

cl([0,8), € [[1[]]) = {{0+ 41,2 + iz}, {4+ i1,6 + ia} | i1,42 € {0,1}},
cl([0,9),D, [[][]]) = {{0 + i1,3 + 42,6 + i3} | i1,42,93 € {0,1,2}}.

8.3 Extending the Chain of Partitions

Let T and U be two n-subsets that are ®-equidistributed for some chain © of
partitions of X. If we add an extra partition «, there is no reason that ar = ay
holds true. Therefore, the equivalence class in X,,/ =5 containing U and T will be
split into several classes with respect to =pu(q}- A straightforward consequence
of the previous definitions is the following proposition. See Example 12 below
for an illustration of this result.

Proposition 3. Let €, D be two chains of partitions of X such that € = DU{a}
and « being coarser than any partition in ©. Let £ € X,,/ =o be an equiva-
lence class having a dot-bracket notation factorized with its components db(E) =
Cy---Cs. The class € is a union of r > 1 classes Fi,...,F, belonging to X,/ =¢
such that, for all i < r:

(D1) either, db(F;) = [C1][Cs] - - [Cs], or
(D2) db(F;) contains less components than db(E).

The classes Fi,...,F, are referred to the sons of £ (whenever €, D are
clear from the context) and we write sons(&) = {F1,...,F}. We use the same
terminology for the corresponding dot-bracket notation. The sons of db(€) are
db(F1),...,db(F;). Assume, for some ¢t > 1, that the word M = Ny --- Ny over
{[,],-} is a dot-bracket notation factorized with its components where N; = [u;]
for all 7. Then uq - - - us is a dot-bracket notation P where M is a son of P.

To highlight components, we will make use of larger brackets.

Ezample 12. Consider the set X = [0,15] and the chain D consisting of the 2-
and 4-partitions of X. Let a be the 8-partition of X and € =D U {a}. Let £ be
the class in X3/=p such that db(€) = [[] [[-1]]. For instance, the sets {0,6,7}
and {0, 8,9} belong to £. But these two sets belong to two different equivalence
classes with respect to =¢, F1 and F» respectively where

db(F) = [[[[-]]], db(F) = [[[]]] [[[-))] and € = Fy U Fo.

The reason is that the elements of any subset in £ belong to exactly two of the
four subsets making the 4-partition of X = [0, 15]. There is some freedom left



when choosing the two subsets of the 4-partition: they can be subsets of the
same subset of the 8-partition of X (leading to J1) or they can be subsets of
the two distinct subsets of the 8-partition of X (leading to F2). To illustrate the
previous proposition, note that db(F;) contains less components than db(€) and
db(F2) satisfies (D1). As another example, take £ be the class in X¢/ =9 such
that db(E’) = [[1[1] [[1] [[I[1] [[]]- This class is also a single class of X/ =¢
with dot-bracket notation [[[][1][[1] [[][]][[]]]. Here we do not have the same
freedom as in the previous case: the elements of any subset in £’ belong to exactly
the four subsets making the 4-partition of X = [0, 15].

Definition 12. Letv ande = egey - - - €,,,—1 be two finite words. Let € be a chain
of partitions of X = [0, |v]). Let £ be an equivalence class in X,/ =¢. We denote

’ ().

the number of m-subsets T of [0, |v]) such that T € £ and vy = e. Note that if
the size of £ and the length of e differ, then for any T € &, vr # e and (Z)g = 0.
More generally, if N € {[,],-}* is a dot-bracket notation (in particular, the

dot-bracket notation of a component) and if the chain € is understood from the

COTltel’t, then we set
(’l}) . (U)
¢/ N € cl([0,|v]),€,N)

Thanks to the definitions, the computation of Z) can be split as follows:

£)=.Z.0)

I eexnze NVE

Ezample 13 (Example 6 cont.). Consider the set X = [0, 7] and the equivalence
class € = {{0+ 41,2+ i2,4+ 93,6 + 44} | 41,...,%4 € {0,1}}. Let v be the prefix

01101001 of the Thue—Morse word and e = 0101. We have

()= () =
€/e €/ LN ]

Indeed, there is a single T' = {0,2,5,7} € £ such that vr = e.

8.4 About the Thue—Morse Word

Since the Thue-Morse Word is generated by the 2-uniform morphism ¢, we will
consider particular chains of partitions. We denote by € the chain consisting
of the 2/-partitions (of a convenient set) for all 1 < j < . With now ambiguity,
we use a single notation for the chain € of partitions of any set [0,2'n).

Now we state the key technical observations specific to the Thue—-Morse word
generated by . Note that in [12, p. 140], the following statement is given as an
exercise: for all n > 0 and all word f of length less than n,

()= (5")



We extend this kind of result to binomial coefficient with respect to a class.
From now on, X is assumed to be [0,2't) with large enough ¢.

Proposition 4. Let i,m > 1. Let N be a dot-bracket notation of size m. If N
has a single component then, for all words e of length m and all k > 0, we have

(w‘f(@)N _ <¢'+:<1>>N 5

_ <<P”’“(1)

¢ >c1([072i+k),¢<i>,N)

<¢'+k<o>

€ >c1([0,2i+k>,¢<i>,m

Proof. Let £ be the equivalence class cl([0,21%), € N). Since £ has a single
component, each set T in & is a subset of an element of the 2‘-partition of
[0,27F). Observe that for any element S of the 2i-partition of [0,2**) and for
v = tF0) or v = pITF(1), we always have vs € {©'(0),¢*(1)}. Moreover,
©'T*(0) and ¢***(1) are both factorized as a product of 28~ words ¢?(0) and
2k=1 words ¢?(1) and the conclusion follows. Note that only this last observation
is specific to the morphism .

In following statements, we will make use of the abbreviated form given for
instance in (5) because the underlying set and the chain can easily be deduced
from the context. In the following lemma, the equivalence class can have more
than one component.

Lemma 7. Leti,m > 1. Let £ € X,/ =¢y. If € has v components Cy,...,C,
such that, for all all j € {1,...,7r} and all words f of length equal to the size of

Cj . ;
(90 JEO)) e (90 ;1)) e

then, for all words e of length m and all words u, we have

() () |
e Jane) "/ =1 \€dom(C5)/ ¢1(0,2¢),¢ ), db(Cy))

Jj=1

Proof. We take X = [0,2%|u]). We choose r subsets Si,...,S, amongst the
|u| sets constituting the 2%-partition of X. For any of these subsets S, vg €
{£%(0), ¢*(1)} where v = ¢*(u). Moreover, note that the chain € of partitions
of X induces, by intersection, a chain of partitions of each S;. We denote again
this chain ¢(®).

Each possible choice of Sy, . . ., S, corresponds exactly to the m-subsets T' € £
such that 7" C S; U --- U S,.. For such a choice, we consider an occurrence of e
as € = €dom(C,) " €dom(C,) Where eqom(c;) occurs in vg; with respect to C;. For
all 7, there are

(o)
€dom(C;)/ ci([0,21),e(),db(C;))



such occurrences. Thanks to the assumption, we do not have to distinguish
between the case vg; = ¢'(0) and vs; = ¢'(1) and the conclusion follows.

Note that in Proposition 4, (5) holds for exponents of ¢ larger than ¢, but in
the assumption of Lemma 7, the relation (5) should hold for an exponent equal
to ¢. This is why we consider the next two results.

Lemma 8. Let i > 2, m > 1. Let &' € X,;,/ =¢ti—1) be an equivalence class
having a single component. Let £ € X,/ =¢c) be such that db(E) = [db(E)].
Then &' = £ and, for all words e of length m and for all k > i, we have

<sﬂ’“(0>> _ (sﬂ’“(1>>
€/ c([o,2%),€( db(E)) €/ c(0,2%),e( ,db(E))

Proof. Note that from the assumption on &, each set T in & is a subset of
an element of the 2¢~!-partition of [0,2%). One can then follows the proof of
Proposition 4.

Since we are dealing with the two chains €1 and ¢, we can consider a
specific instance of Proposition 3.

Lemma 9. Leti >2,m > 1. Let £ € X,,,/ =¢—1) having a dot-bracket notation
factorized with its components db(€) = Cy - -- Cs. The class € is a union of r > 1
classes Fu, ..., Fy belonging to X/ =ew -

Assume that F; satisfies (D1), i.e., db(F;) = [C1][Ca] - - - [Cs]. Then F; satis-
fies the assumptions of Lemma 7: for all v € {1,...,s}, for all words f of length
equal to the size of [C}], we have

(e ()

Proof. Observe that any T in cl([0,2%), €, [C,]) is a subset of an element of the
2¢=Lpartition of [0, 2%). One can then follows the proof of Proposition 4.

We can now turn to the proof of the main result about the Thue—Morse word.

Theorem 7. Let m > 2. There exists Cp, > 0 such that the m-binomial com-
plexity of the Thue—Morse word satisfies bgm) (n) < Cp, for alln = 0.

Proof. We proceed by induction on m. The cases m = 2,3 have already been
considered. In particular, we may assume that, for all n,

#{B" D (v) | Ju € Facy(n) : v = ™ (u)} < DD Q@™ ) < Cy.

Hence, we already have, for all n,

<HBM V()| 3z € Facy(2n) 1 v = " 1(2)} < Cru_y.



In view of Lemma 6, it is enough to show that there exists a constant D,, such
that, for all n, we have #{B)(v) | Ju € Faci(n) : v = ¢"(u)} < D,,. Since
B(™) is determined by B(mfl)(v) and by (Z) for all words e of length m. We
just have to concentrate of the number of values that can be taken by (Z) in
that case.

Let n > 1. We have to prove that, for all || = m and v = ¢™(u) with
u € Facy(n), (Z) takes a number of values bounded by a constant (these values
depend on n, but the number of values does not depend on n). In particular,
[v| = 2™n.

For all i > 0, considering the chain () of partitions of X = [0,2™n), we

(- x ()

EE€EXm /=, (1)

where ¢(©) contains only the partition of [0,2™n) split into singletons. Hence
Xm/ =ew contains a unique class R consisting of all the m-subsets of X. We

set db(R) = ([])™ and ) )
()0, ®

Let ¢ > 0. Since an equivalence class £ € X,,/ =g« is the union of its sons which
are equivalence classes in X,/ =¢@+1), we trivially have

0.2, 0, ”

Note that R does not satisfy the conditions of Lemma 7.

We will build a tree of height bounded by m and having R as root on level
0. On level i, the nodes are some equivalence classes in X,/ =g . For a given
word e, values will be attached to the leaves of that tree. Thanks to (6) and (7),
(Z) will be given by the sum of the leaves of the tree. The construction is given
as follows:

— If anode € € X,,,/=¢ on level i has r components Cy, .. .,C, and satisfies
the conditions of Lemma 7, then this node is a leaf. The attached valuation

of the leaf is
<Ue) £ <| (Z)|> T (ed 1(1 ) ) ( )
om(C;) cl([0,2%),€® ,db(C;))

J=1

where the word u(?) is such that ¢ (u?) = v = ¢™(u). In particular, [u()| =
2,

— Ifanode £ € X,,/ =g on level i does not satisfy the conditions of Lemma 7,
then it is not a leaf. We consider its sons on level 7 4+ 1. For each son F of &,
we face the alternative given in Proposition 3:

e Either, F satisfies (D1). Then, from Lemma 9, F satisfies the conditions
of Lemma 7 and we are back to the first situation: F is a leave.



e Or, F satisfies (D2) and this son has less component than £. Again,
for such a node on level ¢ + 1, one has to check if the conditions of
Lemma 7 are satisfied. Note that, since the number of components in each
equivalence class is decreasing, with at most m—1 steps, all the remaining
sons not satisfying the conditions of Lemma 7 will be reduced to single
component. In that latter case, making use of Lemma 8, Lemma 7 can
eventually be applied to the only remaining son.

Before proceeding to the conclusion of the proof, we consider an example
for constructing this tree when m = 3 (we take n large enough). The tree is
depicted in Figure 1. The nodes Ri,1, R2,1 and R 3 are sons satisfying (D1).

Fig. 1. The tree when m = 3.

These nodes are leafs, Lemma 7 can be applied. The nodes R; 2, R1i3, Ra,2
and Ro 4 are sons satisfying (D2). Note that on the two paths starting from R
and leading respectively to Rz 2 and Ro 4, the number of components decreases
on each level. The nodes R22 and R2 4 have a single component. Thanks to
Lemma 8, their respective sons R3 ;1 and Rso are satisfying the assumptions
of Lemma 7. Note as a general observation that the leafs correspond exactly to
equivalence classes where each component has a dot-bracket notation of the kind
[[z]] where z is a well-parenthesed word. One may observe that the structure of
this tree depends only on m.

Now to conclude with the proof, observe that, m being a constant, what may
only change are the valuations (8) of the leafs.

Assume that n is fixed. When v is a word from the set {¢™(u) | u € Faci(n)}
and e is any word of length m, the possible values of (Z) are obtained from the
valuations of the leafs. But, in (8), [u(Y| = 2™ %n depends only on n. Hence
the valuations of the leafs given by (8) depends only on n,e. This means that
for a given n, (Z) can take at most 2™ different values (the number of pairwise
distinct values is bounded by a constant, but the values are depending on n).



9 Partial Results on the Leech Morphism

For palindromes, we have the following relations. The reversal of a word u is
denoted by uft.

Lemma 10. Let u,v be words and a,b, c be letters. If v = uu®, then

)= )+ () + lulalul
= ulq|u
ab ab ba b
and if v = ucu®, then

v u u
(ab) _ (ab) T (ba) - bapfulafucly + (1= G0 [uclaucls.

Consequently, if two palindromes are abelian equivalent, then they are 2-bino-
mially equivalent.

Proof. For the first formula, the first (resp. second and third) term counts the
number of occurrences of the subword ab in the first half u of the word v (resp.
in the second half u* of v and finally in v with a occurring in the first half u
and b in the second half u%).

Here g refers to the Leech’s morphism. Consider a variation of the map ¥,
introduced in the proof of Proposition 2. For a word u € {a,b,c},

() = (Jula, [ulb: [ule;s (50) > (a5)s (ae)

(pa) (i) (o) (Ga)s (G)- (Ge) T

We now introduce a matrix M, € N'2*12 such that M¥(u) = ¥(g(u))

o O O
o O O

0
0
0

oS O O
S O O
o O O
o O O

5
4
4

o O O
S O O

0 016 16 20 20 20 25
10 02016 16 20 16 16 25 20 20
8 101016 20 16 16 20 16 20 25 20
10 8 1020 2025 16 16 20 16 16 20
10 6 6 2520202016 16 20 16 16
1010 8 202520 16 20 16 16 20 16
8 101016 16 20 20 20 25 16 16 20
1010 8 20 16 16 25 20 20 20 16 16
6 10 6 16 20 16 20 25 20 16 20 16

—_
(@)
—_
(@)
[N}
=
D
D
o
o

4 4
5 4
4 5
6 6
8

1
1
1

Note that the upper-left 3 x 3 corner is the usual matrix associated with g. For
instance, the fifth line is obtained as follows. To get (g((;g)) from ¥ (u), we have to
count (g(%)) for each symbol z € {a,b, c} but we have also to take into account
the subwords ab obtained by taking a symbol a in a block g(z) and a symbol b in



another block g(y). Since all letters have 4 or 5 occurrences in every block g(x)
of length 13, this explains the values 16, 20 and 25. This matrix is invertible and
therefore

U~ v U(u) =(v) & MWP(u) = Mg¥(v)
& U(g(u) = ¥(g(v)) < g(u) ~2 g(v).



