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Abstract

When considering problems of dimensions close to the characteristic length of the material, the size effects can not be
neglected and the classical (so–called first–order) multiscale computational homogenization scheme (FMCH) looses
accuracy, motivating the use of a second–order multiscale computational homogenization (SMCH) scheme. This
second–order scheme uses the classical continuum at the micro–scale while considering second–order continuum
at the macro–scale. Although the theoretical background of the second–order continuum is increasing, the imple-
mentation into a finite element code is not straightforward because of the lack of high–order continuity of the shape
functions. In this work, we propose a SMCH scheme relying on the discontinuous Galerkin (DG) method at the
macro–scale, which simplifies the implementation of the method. Indeed, the DG method is a generalization of weak
formulations allowing for inter-element discontinuities either at the C0 level or at the C1 level, and it can thus be
used to constrain weakly the C1 continuity at the macro–scale. The C0 continuity can be either weakly constrained
by using the DG method or strongly constrained by using usual C0 displacement–based finite elements. Therefore,
two formulations can be used at the macro–scale: (i) the full–discontinuous Galerkin formulation (FDG) with weak
C0 and C1 continuity enforcements, and (ii) the enriched discontinuous Galerkin formulation (EDG) with high–order
term enrichment into the conventional C0 finite element framework. The micro–problem is formulated in terms of
standard equilibrium and periodic boundary conditions. A parallel implementation in three dimensions for non–linear
finite deformation problems is developed, showing that the proposed method can be integrated into conventional finite
element codes in a straightforward and efficient way.

Keywords: Second–order, Discontinuous Galerkin, Periodic condition, FEM, Computational homogenization,
Heterogeneous materials

1. Introduction

Nowadays, the numerical simulation of engineering applications with heterogeneous materials poses many math-
ematical and computational challenges. In theory, such problems can be directly solved by using a standard finite
element procedure. However, it requires the mesh size h to be smaller than the heterogeneities size, i.e. ε : h < ε, and
if ε is small, the simulation may not be performed due to the enormous number of the degrees of freedom. An effec-
tive remedy, which is known as the computational homogenization, has been developed to link up straightforwardly
the responses of the large scale problems, also called the macroscopic problems, to the behavior of the smaller scale
problems, also called the microscopic problems, where the presence of heterogeneities is considered. The basic ideas
of the computational homogenization approach have been presented in papers by Michel et al. [1], Terada et al. [2],
Miehe et al. [3, 4], Kouznetsova et al. [5, 6, 7], Kaczmarczyk et al. [8], Peric et al. [9], Geers et al. [10] and references
therein, as a non–exhaustive list. By this technique, two boundary value problems are defined at two separate scales,
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Figure 1: Illustration of first–order and second–order multiscale computational homogenization schemes. The deformation gradient F̄ and the
first–order stress P̄ are used in the first–order scheme while the gradient of deformation gradient Ḡ = F̄ ⊗ ∇0 and the higher–order stress Q̄ are
added to capture the high–order effects in the second–order scheme.

one is defined at the microscopic scale and one is defined at the macroscopic scale. Such an approach does not require
the macroscopic constitutive response to be known a priori and enables the incorporation of both geometrical and ma-
terial non–linearities [11]. The macroscopic material law is extracted from the analysis of the microscopic boundary
value problem (BVP), which is defined by a representative volume element (RVE) with a suitable boundary condition
related to the macroscopic quantities. This procedure does not lead to a closed–form of the macroscopic constitutive
law, but the stress–strain relation is always available through the resolution of the BVPs.

The classical multiscale computational homogenization approach (so–called the first order multiscale computa-
tional homogenization approach – FMCH) provides a versatile tool to model the micro–macro transitions and is based
on the standard continuum theory [1, 2, 3, 4, 5, 9, 10]. For a given macroscopic deformation gradient tensor, the
stress and the associated material tangent are estimated from the response of the micro–structure, see Fig. 1. Similar
first order computational homogenization schemes have also been developed for material layers [12]. Although the
first–order scheme accounts for the volume fraction and for the microscopic morphology, the influence of the absolute
size of the constituents at the micro–scale is not considered. Indeed, the separation of scales must be satisfied in order
to capture the equivalent homogeneous state by analyzing the microscopic problem according to the local action prin-
ciple. However, this condition is sometimes violated when the macroscopic length scale and the microscopic length
scale gets closer. In this case, the classical FMCH procedure would lead to a solution which is not physical because of
the violation of the local action principle. Therefore the classical homogenization procedure cannot capture the high
gradient at the RVE level and the size effects cannot be captured in the regions of high deformation gradients [6].

To be able to cover the localization and size effect problems at a given resolution scale, many authors have pro-
posed to use generalized continuum formulations (e.g. Cosserat, couple–stress, strain–gradient, non–local, micromor-
phic formulations), see [13, 14, 15, 16, 17, 18, 19] amongst others. In the generalized continuum theory, the length
scale is introduced into the material constitutive law and the method is able to capture the size effects. For the multi-
scale problems, the generalized continuum can potentially be used at both the macroscopic and the microscopic scales.
Recent extensions of the FMCH scheme to the second–order continuum, as for the so–called second–order multiscale
computational homogenization (SMCH) [6, 7, 8], provide a systematic way to couple the strain–gradient continuum
at the macro–scale with the classical continuum at the micro–scale, see Fig. 1. In this scheme, both the deformation
gradient and its gradient are used at each macroscopic material point to define the microscopic boundary condition.
The macroscopic stress and higher–order stress are computed by using the generalized version of the Hill–Mandel
macro–homogeneity condition.

To solve the strain–gradient problem at the macro–scale, the addition of the high–order terms in the generalized
internal virtual work leads to many complications in the numerical treatment of the finite element framework. With

2



the conventional displacement–based finite element method, this requires not only the continuity of the displacement
field but also the continuity of its first derivatives. In other words, at least the C1 continuity of the interpolation shape
functions must be used. When solving the strain–gradient problems, the C1 finite elements have been successfully
developed, see [20, 21]. Alternative approaches consider a mixed formulation [22, 23], or the micromorphic formula-
tion [19] from which the strain gradient formulation can be recovered. The strategy of introducing another unknown
field beside the unknown displacement field in the C1 element, the mixed formulation and in the micromorphic for-
mulation raises the number of degrees of freedom. Therefore, the use of the C0 conventional continuous elements is
favored. Another effective approach is the continuous– discontinuous Galerkin (C0/DG) method [24, 25]. This ap-
proach, which uses C0 continuous interpolation functions, is formulated in terms of the displacement unknowns only
and weakly enforces the continuity of the higher–order derivatives at the inter–element boundaries by using the DG
formulation. However, in the mentioned works, only linear elastic materials are considered. In this paper a one–field
DG formulation of the strain–gradient theory for finite strains is required.

As a generalization of weak formulations, DG methods allow for the discontinuities of the problem unknowns in
the interior of the domain, see [26, 27] and their references. The domain is divided into sub–domains on which the
integration by parts is applied, leading to boundary integral terms on the subdomain interfaces involving the discon-
tinuities. The role of these terms is to enforce weakly the consistency and the continuity of the problem unknowns.
When considering problems involving high–order derivatives, the DG method can also be seen as a way of imposing
weakly the high–order continuity. This advantage has been exploited in the mechanics of beams and plates [24, 28],
of shells [29], and of Mindlin’s theory [24, 25]. When using DG methods, the jump discontinuities can be related
to the unknown fields and their derivatives or to their derivatives only. The DG methods have also been developed
for strain–gradient damage [30] and for gradient plasticity [31, 32], where the discontinuity of the equivalent strain
across inter–element interfaces is weakly enforced. In mathematical analyzes, the DG methods were also used to im-
pose weakly the C0 continuity of the displacement field [33, 34] when solving, at the macro–scale, multiscale elliptic
problems.

The purpose of this work is to establish a second–order multiscale computational homogenization for finite defor-
mations based on the DG formulation at the macro–scale, while the micro–problem is formulated in terms of standard
equilibrium and boundary conditions. The DG method is used to constrain weakly the C1 continuity by inter–element
integrals. The C0 continuity can be either weakly imposed by the DG formulation or strongly constrained using the
conventional C0 displacement–based finite element. Thus two formulations can be used:

• the full DG formulation (FDG), which constrains weakly the C0 and C1 continuities, and

• the enriched DG formulation (EDG) with high–order term enrichments into the conventional C0 finite element
framework.

Considering a DG formulation allows traditional finite element to be considered although the strain–gradient con-
tinuum is used. Furthermore, as the shape functions remain continuous with the EDG formulation, the number of
degrees of freedom in this case is the same as for conventional C0 finite elements. On the contrary, the FDG method
suffers from an explosion in the number of degrees of freedom as the the shape functions are now discontinuous. Nev-
ertheless the FDG formulation is advantageous in case of parallel implementations using face–based ghost elements
[35, 36]. 3–dimensional implementations of both the EDG and FDG methods are presented in this paper, showing that
they can be integrated into conventional parallel finite element codes without significant effort. Non–linear multiscale
applications are then presented to demonstrate the efficiency of the method.

The organization of the paper is as follows. In section 2, the problem statement of the SMCH is recalled. The
solution of the macroscopic boundary value problem by a one–field DG formulation is developed in the section 3.
The section 4 presents the resolution of the microscopic problem with periodic boundary conditions arising from the
multi–scale framework. To demonstrate the SMCH efficiency, an example with size effects is provided in section 5.

2. Multi–scale problem formulation

The second–order multiscale computational homogenization, which is extended from the classical one, is a full
gradient geometrically non–linear approach pioneered in [6]. This procedure uses the macroscopic deformation gradi-
ent tensor and its gradient to prescribe the essential boundary condition on the microscopic boundary value problem.
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In this framework, all microscopic boundary value problems are treated as a classical continuum using the standard
state equations and constitutive laws. A brief review of the formulation of the second–order continua macro–problem
and of the associated microscopic problem is now presented.

2.1. Problem at the macroscopic scale

In this section, the Mindlin strain gradient problem [16] is briefly recalled. The body B, whose reference config-
uration is B0, undergoes the deformation characterized by the mapping ϕ̄ : B0 → B | x̄ = ϕ̄(X̄), where x̄ ∈ B and
X̄ ∈ B0 are respectively the current and reference positions of the material point. The displacement field is defined by

ū = x̄ − X̄ = ϕ̄(X̄) − X̄ . (1)

The internal virtual work is assumed to be determined by the deformation gradient tensor F̄ = x̄ ⊗ ∇0 = I + ū ⊗ ∇0
and by its gradient Ḡ = F̄ ⊗ ∇0 = ū ⊗ ∇0 ⊗ ∇0 combined with their conjugated stresses, which are respectively the
first Piola-Kirchhoff stress tensor P̄ and the higher–order stress tensor Q̄. The higher–order gradient and higher–order
stress have the symmetrical properties Ḡi jk = Ḡik j and Q̄i jk = Q̄ik j. The internal virtual work [14, 15, 17] is generalized
to the finite strain case by the relation [11]

δWint =

∫
B0

(
P̄ : δF̄ + Q̄

... δḠ
)

dB , (2)

where the double dot product is defined by P̄ : δF̄ = P̄i jδF̄i j and where the triple dot product is defined by Q̄
... δḠ =

Q̄i jkδḠi jk.
The body B0 is subjected to a body force B̄ and to boundary conditions. For the Mindlin strain gradient theory

[16], the prescribed boundary conditions are low–order and higher–order conditions, which must be independently
defined at any point at the surface of the body ∂B0. The low–order boundary conditions are applied as in the classical
continuum theory by dividing the boundary ∂B0 into the Neumann part ∂N B0 subjected to a prescribed traction T̄0 and
into the Dirichlet part ∂DB0 = ∂B0\∂N B0 subjected to the prescribed displacement ū0, such that

ū = ū0 ∀X̄ ∈ ∂DB0 and (3)
T̄ = T̄0 ∀X̄ ∈ ∂N B0 , (4)

where the surface traction T̄ by unit of reference surface will be defined later. The higher–order boundary conditions
either constrain the normal gradient of the displacement field Dū, with the normal gradient operator D(.) = N̄ · ∇0(.)
obtained from the outward unit normal N̄ of the reference body, or the double stress traction R̄. The displacement
gradient component normal to the surface (N̄ · ∇0)ū is considered to apply the boundary conditions instead of the
complete displacement gradient ū ⊗ ∇0 since the latter is not independent from the value of ū on the surface. The
kinematically admissible sets of boundary conditions are thus chosen in terms of ū and Dū in order to have a unique
solution. The higher–order boundary conditions are thus applied by dividing the boundary ∂B0 into the ∂M B0 part,
which undergoes the double stress traction R̄0, and into the ∂T B0 = ∂B0\∂M B0 part, where the normal gradient of
displacement is constrained to Dū0, such that

Dū = Dū0 ∀X̄ ∈ ∂T B0 and (5)
R̄ = R̄0 ∀X̄ ∈ ∂M B0 , (6)

where the double stress traction is defined by R̄ = Q̄ : (N̄ ⊗ N̄).
In continuum mechanics, the weak form of the problem is stated as finding the continuous displacement field

ū ∈ Hp, where Hp is the Hilbert space of degree p in R3, for which the internal virtual work is equal to the external
one. By using Eq. (2), the problem statement is to find ū ∈ H4(B0) such that∫

B0

(
P̄ : δF̄ + Q̄

... δḠ
)

dB =

∫
B0

B̄ · δū dB +

∫
∂N B0

T̄ · δū d∂B +

∫
∂M B0

R̄ · Dδū d∂B ∀δū ∈ Uc (B0) , (7)

4



where Uc (B0) = {δū ∈ H4(B0) | δū = 0∀X̄ ∈ ∂DB0 and Dδū = 0∀X̄ ∈ ∂T B0}. By using the Gauss theorem, the first
term of the internal energy yields∫

B0

P̄ : δF̄ dB =

∫
∂B0

δū ·
(
P̄ · N̄

)
d∂B −

∫
B0

δū ·
(
P̄ · ∇0

)
dB ∀δū ∈ Uc (B0) , (8)

while the second term leads to∫
B0

Q̄
... δḠ dB =

∫
∂B0

(
Q̄ · N̄

)
: (δū ⊗ ∇0) d∂B −

∫
∂B0

δū ·
(
Q̄ · ∇0

)
· N̄ d∂B

+

∫
B0

δū · Q̄ : (∇0 ⊗ ∇0) dB ∀δū ∈ Uc (B0) . (9)

Following Mindlin’s theory [16], the gradient is decomposed into a surface gradient
s
∇0 and a normal part D such that

∇0(·) =
s
∇0 (·) + N̄D(·) , (10)

where
s
∇0=

(
I − N̄ ⊗ N̄

)
· ∇0 and where D = N̄ · ∇0.

Combining all these results, using the following relation [16]∫
∂B0

s
∇0 ·

(
δū · Q̄ · N̄

)
d∂B =

∫
∂B0

( s
∇0 ·N̄

)
δū · Q̄ :

(
N̄ ⊗ N̄

)
d∂B , (11)

and performing another integration by parts of the weak formulation (7) leads to the local strong form

B̄ +
(
P̄ − Q̄ · ∇0

)
· ∇0 = 0 ∀X̄ ∈ B0 , (12)(

P̄ − Q̄ · ∇0

)
· N̄ +

(
Q̄ · N̄

)
·

(
N̄

s
∇0 ·N̄−

s
∇0

)
= T̄0 ∀X̄ ∈ ∂N B0 , (13)

Q̄ :
(
N̄ ⊗ N̄

)
= R̄0 ∀X̄ ∈ ∂M B0 . (14)

In these equations, P̂ =
(
P̄ − Q̄ · ∇0

)
is the effective stress, T̄ =

(
P̄ − Q̄ · ∇0

)
· N̄ +

(
Q̄ · N̄

)
·

(
N̄

s
∇0 ·N̄−

s
∇0

)
is the

effective surface traction and R̄ = Q̄ :
(
N̄ ⊗ N̄

)
is the double surface traction.

In order to complete the problem stated by Eqs. (12) to (14), a material constitutive law is required. Therefore, a
general form of the constitutive law relating the first Piola-Kirchhoff P̄ and the higher–order stress Q̄ to the history of
the deformation gradient F̄ and of its gradient Ḡ is supposed to be known

P̄ (t) = FP̄
{
F̄ (τ) , Ḡ (τ) , τ ∈ [0 t]

}
and (15)

Q̄ (t) = FQ̄
{
F̄ (τ) , Ḡ (τ) , τ ∈ [0 t]

}
. (16)

Although some constitutive laws have explicit expressions for these relations, the purpose of this work is to obtain
them from the resolution of the micro-scale problem.

2.2. Problem at the microscopic scale

The microscopic structure is characterized by the representative volume element (RVE) whose reference config-
uration is V0 and whose external boundary is ∂V0. Contrarily to the macroscopic problem where the gradient of the
deformation gradient appears, the microscopic problem obeys to the classical continuum. In the absence of body
forces, the equilibrium state equation is given by

P · ∇0 = 0 ∀X ∈ V0 , (17)
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where P is the first Piola–Kirchhoff stress tensor at point X. The microscopic boundary conditions are related to
the macroscopic kinematic quantities, which are the macroscopic deformation gradient F̄ and its gradient Ḡ. These
boundary conditions are given in [8] and are formulated in terms of the microscopic displacement fluctuation field ω
as ∫

∂V0

ω ⊗ N d∂V = 0 , and (18)∫
∂V0

ω ⊗ N ⊗ X d∂V = 0 , (19)

where the microscopic displacement fluctuation field ω is defined as

ω = u −
(
F̄ − I

)
· X −

1
2

Ḡ : (X ⊗ X) . (20)

In this study, the RVE geometry is restricted to a cube for 3–dimensional problems or to a square for 2–dimensional
problems. To apply the periodic boundary condition in terms of the fluctuation field ω on the RVE boundary ∂V0, this
one is divided into the positive part ∂V+

0 and into the negative part ∂V−0 such that

∂V+
0 ∪ ∂V−0 = ∂V0 , (21)

∂V+
0 ∩ ∂V−0 = ∅ , and (22)

N
(
X+) = −N

(
X−

)
∀X+ ∈ ∂V+

0 and matching X− ∈ ∂V−0 . (23)

Using this boundary partition, the periodic condition

ω
(
X+) = ω

(
X−

)
∀X+ ∈ ∂V+

0 and matching X− ∈ ∂V−0 , (24)

satisfies automatically the first constraint (18). Moreover, because of the RVE shape

X+ − X− = −‖X+ − X−‖N
(
X−

)
, (25)

and combining Eqs. (23), (24) and (25), the second constraint (19) becomes∫
∂V−0

ω ⊗ N ⊗ N d∂V = 0 . (26)

On each surface S of the negative part of the RVE boundary, the normal N is constant and the condition∫
S∈∂V−0

ω d∂V = 0 , (27)

is chosen to satisfy Eq. (26). Finally, Eqs. (24) and (27) define the periodic boundary condition for the microscopic
boundary value problem.

The determination of the macroscopic stresses (first Piola–Kirchhoff stress P̄ and higher–order stress Q̄) is based
on the Hill–Mandel macro–homogeneity condition. This condition requires the energy consistency condition to be
satisfied during the scale transition. In the context of the high–order continuum, this condition can be extended as
follows

P̄ : δF̄ + Q̄
... δḠ =

1
V0

∫
V0

P : δF dV , (28)

where V0 is the volume of the RVE, and where the variation of the microscopic deformation gradient is obtained from
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Eq. (20) as being

δF = δF̄ + δḠ · X + δω ⊗ ∇0 . (29)

As δF̄ and δḠ are arbitrary, the macroscopic stress and the macroscopic higher–order stress tensors can be expressed
using Eqs. (28) and (29) from the microscopic volume integrals

P̄ =
1

V0

∫
V0

P dV and , (30)

Q̄ =
1

2V0

∫
V0

[
P ⊗ X + (P ⊗ X)RC

]
dV , (31)

where ARC
i jk = Aik j is the right transpose of any third order tensor A, and where the remaining term∫

V0

P : (δω ⊗ ∇0) dV = 0 , (32)

which corresponds to the Hill–Mandel condition, must be satisfied. The volume integrals (30) to (32) can be trans-
formed into surface integrals by using Eq. (17), which yields

P̄ =
1

V0

∫
∂V0

t ⊗ X d∂V , (33)

Q̄ =
1

2V0

∫
∂V0

t ⊗ X ⊗ X d∂V , (34)

and the Hill–Mandel condition ∫
∂V0

t · δω d∂V = 0 . (35)

In these relations, t = P · N is the traction per unit reference surface.
The material behavior of each microscopic constituent α is described by its constitutive law. The general history

dependent strain–stress relationship is specified by

P (t) = Fα {F (τ) , τ ∈ [0 t]} . (36)

Finally, the microscopic boundary value problem is solved by seeking the solution of the equilibrium state equation
(17) with the constraints (24) and (27) and with the constitutive law (36). Equation (35) is satisfied automatically if
the periodic constraints (24) and (27) are satisfied either by using the constraint elimination method or by using
the Lagrange multipliers method, in which case the multipliers represent the boundary forces. In a finite element
analysis, the discrete constraints created from these periodic boundary conditions are easily obtained when using
conformal meshes [4, 7, 8, 9]. In a more general setting, the conformity of mesh distributions on opposite boundaries
of the representative volume element cannot always be guaranteed, leading to a non–periodic mesh. In that case, the
periodic boundary conditions can be enforced using the polynomial interpolation method [37]. More details on the
periodic boundary conditions enforcement are given in Section 4.

3. Finite–element resolution at the macroscopic scale: Discontinuous Galerkin formulation

Solving directly the problem formulated by the set of Eqs. (12– 14) using the conventional displacement–based
finite element framework requires at least C1 interpolation shape functions, which implies the continuity of the dis-
placement field and of its derivatives. An alternative is the use of the C0/DG method proposed in [24, 25]. The
advantage of this method is to consider only the displacement field as degrees of freedom, and the related problems
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coming from the introduction of additional unknowns can be avoided. The linear elastic formulation developed in
[24, 25] is extended to the finite strain case in this section.

3.1. Discontinuous Galerkin formulation
The body B0 is approximated by a discretized body Bh

0 containing the finite elements Ωe
0, with B0 ≈ Bh

0 =
⋃

e Ω̄e
0

where Ω̄e
0 is the union of the open domain Ωe

0 with its boundary ∂Ωe
0. The boundary of ∂Ωe

0 can be common with the
boundary ∂Bh

0 (see Fig. 2) with

∂Ωe
0 ∪ ∂DBh

0 = ∂DΩe
0 , ∂Ωe

0 ∪ ∂N Bh
0 = ∂NΩe

0 , ∂Ωe
0 ∪ ∂T Bh

0 = ∂T Ωe
0 , and ∂Ωe

0 ∪ ∂M Bh
0 = ∂MΩe

0 . (37)

The remaining part of ∂Ωe
0 is common with other finite elements, with

∂Ωe
0 ∪ ∂I Bh

0 = ∂IΩ
e
0 where ∂I Bh

0 =
⋃

e

∂Ωe
0�∂Bh

0 . (38)

(a) (b)

Figure 2: Description of the discretization Bh
0 of B0: (a) approximation Bh

0 of the initial configuration B0 and (b) details of two elements of the
discretization Bh

0. The element boundary, the internal boundary and the outward normals between two elements are represented.

To find the solution of the finite element problem the manifold Pk, which is the space of polynomial functions of
order up to k with support in Ωe

0, is used to approximate the displacement field within one element. Using the EDG
method, these spaces are similar to the conventional finite element spaces, which satisfy the C0 continuity condition,
and allows for the jump of derivatives. When considering the FDG method these spaces differ from the conventional
finite element spaces as they allows for the jump discontinuities for both the function value and the function derivatives
at inter–element boundaries. This polynomial approximation leads to the definition of the displacement manifold and
of its constrained counterpart

Uk
h =

{
ūh ∈ L2

(
Bh

0

)
| ūh|Ωe

0
∈ Pk ∀Ωe

0 ∈ Bh
0

}
and (39)

Uk
hc =

{
δū ∈ Uk

h | δū|∂DB0 = 0
}
. (40)

for the FDG framework. The EDG formulation can be easily deduced by defining

Uk
h =

{
ūh ∈ H1

(
Bh

0

)
| ūh|Ωe

0
∈ Pk ∀Ωe

0 ∈ Bh
0

}
, (41)

in which cases the discontinuities in ūh and δū simply vanish from the formulation.
The aim of this section is to establish the weak form (7) for an approximation ūh ∈ Uk

h of the exact solution ū ∈ H4.
This leads to a DG formulation of the weak formulation of the second gradient problem. For this purpose, starting
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from the strong form (12), the problem can be stated as finding ūh ∈ Uk
h such that

∑
e

∫
Ωe

0

B̄i +
∂

∂X̄ j

P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂Xk


 δūi dB = 0 ∀δū ∈ Uk

hc . (42)

Applying the integrations by parts and the Gauss theorem leads to∑
e

∫
Ωe

0

B̄iδūi dB −
∑

e

∫
Ωe

0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB −

∑
e

∫
Ωe

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB +

∑
e

∫
∂Ωe

0

N̄ j


P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

 δūi + Q̄i jk

(
ūh

) ∂δūi

∂X̄k

 d∂B = 0 ∀δū ∈ Uk
hc . (43)

Note that the displacement gradients δū⊗∇0 are discontinuous across the element boundaries. The use of the continu-
ous or discontinuous displacement δū field depends on the use of the EDG method or of the FDG method respectively.
In this section the formulation is developed in the most general case of the FDG formulation, and the surface terms
imposing weakly continuous properties related to δū are to be ignored in the case of the EDG formulation.

Because of the existence of discontinuities, the jump ~•� and mean 〈•〉 operators are defined on the space of the
trace TR

(
∂I Bh

0

)
=

∏
e L2 (∂IΩ

e) of tensors (from first up to sixth order) that can take multiple values on this boundary,
with

~•� = •+ − •− : TR
(
∂I Bh

0

)
→ L2

(
∂I Bh

0

)
, and (44)

〈•〉 =
1
2

(
•+ + •−

)
: TR

(
∂I Bh

0

)
→ L2

(
∂I Bh

0

)
. (45)

In these relations the bullets represent a generic field with

•+ = lim
ε→0+
•
(
X̄ + εN̄−

)
and •− = lim

ε→0+
•
(
X̄ − εN̄−

)
, (46)

where N̄− is defined as the reference outward unit normal of the minus element Ωe
0 whereas N̄+ is the reference

outward unit normal of its neighboring element. Clearly,

N̄− = −N̄+ ∀X̄ ∈ ∂I Bh
0 . (47)

Note that if definition (44) of the jump operator depends on the choice of the + and − elements, the formulation
becomes consistent and independent of this choice when using this jump in combination with the outward unit normal
N̄−. From these definitions the surface terms in Eq. (43) can be rewritten as

∑
e

∫
∂Ωe

0

N̄ j


P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

 δūi + Q̄i jk

(
ūh

) ∂δūi

∂X̄k

 d∂B =

∫
∂Bh

0

N̄ j


P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

 δūi + Q̄i jk

(
ūh

) ∂δūi

∂X̄k

 d∂B

−

∫
∂I Bh

0

N̄−j
�

P̂i j

(
ūh

)
δūi

�
d∂B −

∫
∂I Bh

0

N̄−j

�
Q̄i jk

(
ūh

) ∂δūi

∂X̄k

�
d∂B ∀δū ∈ Uk

hc , (48)
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where the definition of the effective stress P̂
(
ūh

)
reads

P̂i j

(
ūh

)
= P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

. (49)

The main idea of the discontinuous Galerkin method is to address the contribution of the inter–element discontinuity
terms by introducing numerical fluxes h

(
P̂+, P̂−, N̄−

)
and H

(
Q̄+, Q̄−, N̄−

)
dependent on the limit values on the surface

in the neighboring elements, such that∫
∂I Bh

0

N̄−j
�

P̂i j

(
ūh

)
δūi

�
d∂B '

∫
∂I Bh

0

~δūi� hi

(
P̂+, P̂−, N̄−

)
d∂B , and (50)∫

∂I Bh
0

N̄−j

�
Q̄i jk

(
ūh

) ∂δūi

∂X̄k

�
d∂B '

∫
∂I Bh

0

�
∂δūi

∂X̄ j

�
Hi j

(
Q̄+, Q̄−, N̄−

)
d∂B . (51)

In principle there is a significant freedom in the choice of these fluxes but only a few expressions lead to stable and
consistent formulations. These expressions have to verify the consistency conditions

h
(
P̂, P̂, N̄

)
= P̂ · N̄ and h

(
P̂+, P̂−, N̄−

)
= −h

(
P̂−, P̂+, N̄+

)
, and (52)

H
(
Q̄, Q̄, N̄

)
= Q̄ · N̄ and H

(
Q̄+, Q̄−, N̄−

)
= −H

(
Q̄−, Q̄+, N̄+

)
, (53)

where P̂ and Q̄ are the exact solutions. In this paper, the following expressions are adopted

hi

(
P̂+, P̂−, N̄−

)
=

〈
P̂i j

〉
N̄−j +

1
2

N̄−j

〈
βP

hs C
0
i jkl

〉
~ūk� N̄−l , and (54)

Hi j

(
Q̄+, Q̄−, N̄−

)
=

〈
Q̄i jk

〉
N̄−k +

1
2

N̄−k

〈
βQ

hs J
0
i jkpqr

〉 �
∂ūp

∂X̄q

�
N̄−r , (55)

where βP and βQ are the user stabilization parameters, hs is the characteristic mesh size of the problem, C0 = ∂P̄
∂F̄ is the

tangent operator of the constitutive law P̄ in terms of the deformation gradient F̄, and where J 0 =
∂Q̄
∂Ḡ is the higher–

order tangent operator of the constitutive law Q̄ in terms of the higher–order gradient Ḡ. As the second part of the
fluxes ensures the stability of the method C0 and J 0 can be chosen constant during the simulations and are evaluated
at the zero–strain state, which explains the superscript 0. Using these tensors has two advantages. On the one hand,
it avoids evaluating their derivatives during the Newton–Raphson iterations, and on the other hand, it prevents the
stability terms to vanish in case of material softening.

Using Eqs. (48) to (51), the weak form (43) becomes finding ūh ∈ Uk
h such that∫

Bh
0

B̄iδūi dB −
∫

Bh
0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB −

∫
Bh

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB

+

∫
∂Bh

0

N̄ j


P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

 δūi + Q̄i jk

(
ūh

) ∂δūi

∂X̄k

 d∂B

−

∫
∂I Bh

0

~δūi� hi

(
P̂+, P̂−, N̄−

)
d∂B −

∫
∂I Bh

0

�
∂δūi

∂X̄ j

�
Hi j

(
Q̄+, Q̄−, N̄−

)
d∂B = 0 ∀δū ∈ Uk

hc . (56)
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This last equation can be simplified by using Eqs. (10) and (11), yielding∫
Bh

0

B̄iδūi dB −
∫

Bh
0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB −

∫
Bh

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB

+

∫
∂N Bh

0

N̄ j

P̄i j

(
ūh

)
−
∂Q̄i jk

(
ūh

)
∂X̄k

 +
∂sN̄l

∂X̄l
Q̄i jkN̄ jN̄k −

∂sQ̄i jkN̄ j

∂X̄k

 δūi d∂B

+

∫
∂T Bh

0

Q̄i jkN̄ jN̄kDδūi d∂B +

∫
∂M Bh

0

Q̄i jkN̄ jN̄kDδūi d∂B

−

∫
∂I Bh

0

~δūi� hi

(
P̂+, P̂−, N̄−

)
d∂B −

∫
∂I Bh

0

�
∂δūi

∂X̄ j

�
Hi j

(
Q̄+, Q̄−, N̄−

)
d∂B = 0 ∀δū ∈ Uk

hc , (57)

or again, using the boundary conditions (13) and (14),∫
Bh

0

B̄iδūi dB −
∫

Bh
0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB −

∫
Bh

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB

+

∫
∂N Bh

0

T̄ 0
i δūi d∂B +

∫
∂M Bh

0

R̄0
i Dδūi d∂B +

∫
∂T Bh

0

Q̄i jkN̄ jN̄kDδūi d∂B

−

∫
∂I Bh

0

~δūi� hi

(
P̂+, P̂−, N̄−

)
d∂B −

∫
∂I Bh

0

�
∂δūi

∂X̄ j

�
Hi j

(
Q̄+, Q̄−, N̄−

)
d∂B = 0 ∀δū ∈ Uk

hc . (58)

The weak enforcement of ūh continuity on ∂I Bh
0 and the symmetrization of the linearized formulation can be

obtained by weakly constraining the displacement jump:∫
∂I Bh

0

�
ūh

i

�
hi

(
P̂+ (δū) , P̂− (δū) , N̄−

)
d∂B = 0 . (59)

Similarly, it comes for ūh ⊗ ∇0:∫
∂I Bh

0

������ ∂ūh
i

∂X̄ j

������ Hi j

(
Q̄+ (δū) , Q̄− (δū) , N̄−

)
d∂B = 0 . (60)

The boundary condition Dūh = Dū0 on ∂T Bh
0 can also be weakly enforced. For this purpose, the jump and mean

operator definitions are extended on ∂T Bh
0 as�

N̄ jDūi

�
= N̄ jDū0

i − N̄ jDūh
i ,

�
N̄ jDδūi

�
= −N̄ jDδūi and

〈
Q̄
〉

= Q̄ on ∂T Bh
0 . (61)

Using the definition (55), the boundary term on Dū in Eq. (58) is approximated by∫
∂T Bh

0

Q̄i jkN̄ jN̄kDδūi d∂B ' −
∫
∂T Bh

0

�
N̄ jDδūi

�
Hi j

(
Q̄

(
ūh

)
, Q̄

(
ūh

)
, N̄−

)
d∂B , (62)

while the weak enforcement of the boundary condition results in a new weak form∫
∂T Bh

0

�
N̄ jDūh

i

�
Hi j

(
Q̄ (δū) , Q̄ (δū) , N̄

)
d∂B = 0 . (63)

Using the Eqs. (58) to (63) leads to the discontinuous Galerkin formulation of the problem which is stated as
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finding ūh ∈ Uk
h such that ∫

Bh
0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB +

∫
Bh

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB +∫

∂I Bh
0

~δūi� hi

(
P̂+, P̂−, N̄−

)
d∂B +∫

∂I Bh
0

�
ūh

i

�
hi

(
P̂+ (δū) , P̂− (δū) , N̄−

)
d∂B +∫

∂I Bh
0

�
∂δūi

∂X̄ j

�
Hi j

(
Q̄+, Q̄−, N̄−

)
d∂B +∫

∂I Bh
0

������ ∂ūh
i

∂X̄ j

������ Hi j

(
Q̄+ (δū) , Q̄− (δū) , N̄−

)
d∂B +∫

∂T Bh
0

�
N̄ jDδūi

�
Hi j

(
Q̄

(
ūh

)
, Q̄

(
ūh

)
, N̄−

)
d∂B +∫

∂T Bh
0

�
N̄ jDūh

i

�
Hi j

(
Q̄ (δū) , Q̄ (δū) , N̄

)
d∂B =∫

Bh
0

B̄iδūi dB +

∫
∂N Bh

0

T̄ 0
i δūi d∂B +

∫
∂M Bh

0

R̄0
i Dδūi d∂B ∀δū ∈ Uk

hc . (64)

It is clear that the treatment of the weak enforcement of high order boundary conditions is similar to the treatment of
the weak enforcement of the high order stress at inter–element boundaries. In what follows, it is assumed that there is
no boundary condition on ∂T B0, leading to the assumption ∂M B0 = ∂B0.

Using the fluxes (54) and (55), the weak form (64) can be rewritten as finding ūh ∈ Uk
h such that

a
(
ūh, δū

)
= b (δū) ∀δū ∈ Uk

hc , (65)

where

a
(
ūh, δū

)
=

∑
e

∫
Ωe

0

P̄i j

(
ūh

) ∂δūi

∂X̄ j
dB︸                    ︷︷                    ︸

ae
PF

+
∑

e

∫
Ωe

0

Q̄i jk

(
ūh

) ∂2δūi

∂X̄ j∂X̄k
dB︸                          ︷︷                          ︸

ae
QG

+

∑
s∈∂I B0

∫
s
~δūi�

〈
P̂i j

〉
N̄−j d∂B︸                      ︷︷                      ︸

aI1
Ps

+
∑

s∈∂I B0

∫
s

�
ūh

i

� 〈
P̂i j (δū)

〉
N̄−j d∂B︸                           ︷︷                           ︸

aI2
Ps

+

∑
s∈∂I B0

∫
s

�
ūh

i

�
N̄−j

〈
βP

hs C
0
i jkl

〉
~δūk� N̄−l d∂B︸                                         ︷︷                                         ︸

aI3
Ps

+

∑
s∈∂I B0

∫
s

�
∂δūi

∂X̄ j

� 〈
Q̄i jk

〉
N̄−k d∂B︸                          ︷︷                          ︸

aI1
Qs

+
∑

s∈∂I B0

∫
s

������ ∂ūh
i

∂X̄ j

������ 〈
Q̄i jk (δū)

〉
N̄−k d∂B︸                                ︷︷                                ︸

aI2
Qs∑

s∈∂I B0

∫
s

������ ∂ūh
i

∂X̄ j

������ N̄−k

〈
βQ

hs J
0
i jkpqr

〉 �
∂δūp

∂X̄q

�
N̄−j d∂B︸                                                   ︷︷                                                   ︸

aI3
Qs

, (66)

12



with

P̂i j = P̄i j −
∂Q̄i jk

∂X̄k
= P̄i j −

∂Q̄i jk

∂F̄pq

∂F̄pq

∂X̄k
−
∂Q̄i jk

∂Ḡpqr

∂Ḡpqr

∂X̄k

= P̄i j − L
ḠF̄
i jkpqḠpqk − Ji jkpqrK̄pqrk , (67)

and with

b (δū) =

∫
Bh

0

B̄iδūi dB +

∫
∂N Bh

0

T̄ 0
i δūi d∂B +

∫
∂M Bh

0

R̄0
i Dδūi d∂B . (68)

By analogy to what has been done for the stabilization part of the fluxes (54) and (55), we use the constant moduli
when developing P̂i j (δū) and Q̄i jk (δū):

P̂i j (δū) = C0
i jkl
∂δūk

∂X̄l
+LF̄Ḡ0

i jklm
∂2δūk

∂X̄l∂X̄m
− LḠF̄0

i jkpq
∂2δūp

∂X̄qX̄k
− J0

i jkpqr
∂3δūp

∂X̄q∂X̄r∂X̄k
and (69)

Q̄i jk (δū) = J0
i jkpqr

∂2δūp

∂X̄q∂X̄r
+LḠF̄0

i jkpq
∂δūp

∂X̄q
, (70)

where LF̄Ḡ = ∂P̄
∂Ḡ .

The volume terms ae
PF

(
ūh, δū

)
and ae

QG

(
ūh, δū

)
in (66) correspond to the usual contributions of the deforma-

tion gradient and of its gradient to the material response. The surface terms aI1
Ps

(
ūh, δū

)
, aI2

Ps

(
ūh, δū

)
, aI3

Ps

(
ūh, δū

)
,

aI1
Qs

(
ūh, δū

)
, aI2

Qs

(
ūh, δū

)
and aI3

Qs

(
ūh, δū

)
result from the discontinuities on the inter–element boundaries. They ensure

the method consistency, the symmetric nature of the stiffness matrix of the linearized problem, and the method stabil-
ity. Following classical DG demonstrations, e.g. [25, 26, 35], it can be shown that the non–linear formulation (65) is
consistent and that its linearization is stable for βP and βQ larger than constants depending on the element polynomial
approximation only.1 Moreover the linearized problem has a convergence rate in the H1–norm, or energy–norm ,in
k − 1, if k is the degree of the polynomial approximation and where the energy–norm is given by

|‖e‖|2 =
∑

e

∫
Ωe

0

(
ū ⊗ ∇0 − ūexact ⊗ ∇0

)
: C :

(
ū ⊗ ∇0 − ūexact ⊗ ∇0

)
dB

+
∑

e

∫
Ωe

0

(
ū ⊗ ∇0 ⊗ ∇0 − ūexact ⊗ ∇0 ⊗ ∇0

) ...J ...
(
ū ⊗ ∇0 ⊗ ∇0 − ūexact ⊗ ∇0 ⊗ ∇0

)
dB

+
∑

s

∫
∂Ωe

0

(
~ū� ⊗ N̄

)
:
〈
βPC0

hs

〉
:
(
~ū� ⊗ N̄

)
d∂B

+
∑

s

∫
∂Ωe

0

(
~ū ⊗ ∇0� ⊗ N̄

) ... 〈βQJ 0

hs

〉
...
(
~ū ⊗ ∇0� ⊗ N̄

)
d∂B . (71)

The convergence rate in the L2–norm is 2 for quadratic elements and k+1 for at least cubic polynomial approximations,
see [25, 26, 35] for the demonstration methodology. Note that in the EDG framework, the terms aPs vanish.

3.2. Implementation

In this section the final form of the discontinuous Galerkin formulation (65) is implemented within a conventional
finite element framework. For the second–gradient problem, the interpolation polynomial order k is at least 2, with the

1The stability of the method can be demonstrated as in e.g. [25, 26, 35]. The minimum values of the stabilization parameters βP and βQ do not
depend on the mesh size nor on the material properties, but solely on the element polynomial approximation considered. Practically considering
values larger than 10 for quadratic elements will give similar results whatever their values, as it will be shown in the numerical examples.
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Figure 3: Interface element between two adjacent tetrahedra.

associated shape functions Na (ξ). The displacement field ūh within the element is expressed in terms of the element
nodal displacements ūa

ūh
i (ξ) = Na (ξ) ūa

i and δūi = Na (ξ) δūa
i . (72)

Within the element the computations of the deformation gradient F̄ and of the gradient of deformation gradient Ḡ
require the first and second derivatives of the shape functions

F̄i j = δi j +
∂ūh

i

∂X̄ j
= δi j +

∂Na (ξ)
∂X̄ j

ūa
i , (73)

δF̄i j =
∂δūi

∂X̄ j
=
∂Na (ξ)
∂X̄ j

δūi , (74)

Ḡi jk =
∂2ūh

i

∂X̄ j∂X̄k
=
∂2Na (ξ)
∂X̄ j∂X̄k

ūa
i , and (75)

δḠi jk =
∂2δūi

∂X̄ j∂X̄k
=
∂2Na (ξ)
∂X̄ j∂X̄k

δūa
i . (76)

The details of the calculations of the gradient of the shape function ∇0Na and of the second derivative ∇0 ⊗∇0Na are
presented in Appendix A.

At each inter–element boundary, the surface element is inserted by splitting the degrees of freedom at the nodes
common to the two adjacent elements (see Fig. 3). This new interface element is determined by the degrees of
freedom of the two adjacent elements Ωe

0
+ and Ωe

0
−. The jumps of the displacement and of its gradient are computed

using the standard shape function interpolation�
ūh

i

�
= Na (ξ)

(
ūa+

i − ūa−
i

)
, ~δūi� = Na (ξ)

(
δūa+

i − δū
a−
i

)
, (77)������ ∂ūh

i

∂X̄ j

������ =
∂Na (ξ)
∂X̄ j

(
ūa+

i − ūa−
i

)
, and

�
∂δūi

∂X̄ j

�
=
∂Na (ξ)
∂X̄ j

(
δūa+

i − δū
a−
i

)
. (78)

When using the EDG formulation, the jump of the displacement gradient is similar, but there is no jump on the
displacement, �

ūh
i

�
= 0 , and ~δūi� = 0 , (79)

and all the surface integrals aPs related to the displacement jumps vanish.
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In the general FDG case, the mean effective stress P̂ is estimated from Eq. (49)

P̂±i j

(
ūh

)
= P̄±i j

(
ūh

)
−
∂Q̄±i jk

(
ūh

)
∂X̄k

= P̄±i j

(
ūh

)
− LḠF̄±

i jkpq

(
ūh

)
Ḡ±kpq

(
ūh

)
− J±i jkpqr

(
ūh

)
K̄±pqrk

(
ūh

)
, (80)

where the third-order deformation gradient K̄pqrk

(
ūh

)
is given by

K̄±pqrk

(
ūh

)
=

∂3Na (ξ)
∂X̄q∂X̄r∂X̄k

ūa±
i , (81)

and where the expression of the third gradient of the shape function is detailed in Appendix A.
The outer surface normal N̄− corresponding to the element Ωe

0
− is given by

N̄− =
G1 (ξ) ∧ G2 (ξ)
‖G1 (ξ) ∧ G2 (ξ)‖

, (82)

in which Gα
i (ξ) =

∂Na(ξ)
∂X̄α

X̄a
i are the covariant base vectors with α = [1, 2].

Using the interpolations (72) to (78) in Eqs. (66) and (68), the weak form (65) can be rewritten as

f int + f s = f ext , (83)

where f int is the internal force vector computed from the volume integrals, f s is the internal force vector computed
from the surface integrals and f ext is the external force vector. The volume integrals ae

PF

(
ūh, δū

)
and ae

QG

(
ūh, δū

)
are

computed using Eqs. (73) to (76) and with a classical Gauss integration (4 Gauss points for quadratic tetrahedra and 27
Gauss points for quadratic hexahedra). The surface integrals are evaluated from Eqs. (80) to (82) by using the surface
full quadrature rule (6 Gauss points for quadratic triangles as interface elements and 9 Gauss points for quadratic
quadrangles as interface elements). For both volume and surface Gauss points, what remains to be defined are the
stress tensor P̄ and the higher–order stress Q̄, both from F̄ and Ḡ. Toward this end, the micro–problems associated to
each Gauss point have to be solved. The nonlinear equation (83) can be solved iteratively using a Newton–Raphson
procedure. The consistent tangent stiffness matrix is assembled by taking into account the contributions from both
volume and surface parts and is provided in Appendix B.

This framework has been implemented in the parallel code Gmsh [38]. The implementation is based on the
partitioning of the mesh at the macro–scale. The connectivity between partitions is ensured using the face–based ghost
method for discontinuous Galerkin method described in [35, 36]. The elements of the macro–mesh are thus integrated
in different processors. During this integration the Gauss points of a bulk or interface element call a constitutive
material law, which consists into the resolution of a micro–scale problem if the computational homogenization is
considered. The repartition of the micro–scale problems resolution is thus naturally divided among the processors.

3.3. Numerical validation

To validate the discontinuous Galerkin formulation presented above, the 3–dimensional shear layer test shown in
Fig. 4 is studied. The layer has a height H in the Y-direction and an infinite length in the two other directions X and Z,
and thus all quantities depend only on the position Y . Although the problem is strictly 1–dimensional, 3–dimensional
meshes are used in order to validate the 3–dimensional implementation of the discontinuous Galerkin method. A
3–dimensional shear strip is extracted from the layer. The two displacement components in the Y and Z directions are
fixed, while the periodic boundary condition is applied between the left and right surfaces of the strip mesh in the X
direction.

The theoretical solution of this shear layer can be obtained in a closed form for an elastic strain gradient solid
characterized by the shear modulus µ, which relates the shear stress σxy to the shear strain ∂u

∂y , and by the higher–order
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Figure 4: The 3–dimensional shear layer problem and the extracted shear strip.
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Figure 5: Displacement field obtained using the EDG and FDG methods for different mesh sizes is compared to the theoretical solution of the shear
layer problem –layer height H = 1mm, internal length scale parameter l = 0.1mm, stabilization parameters βP = βQ = β = 1000.
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modulus κ, which relates the higher–order stress τxyy to the higher–order displacement gradient ∂2u
∂y2 , such as

σxy = µ
∂u
∂y

and τxyy = κ
∂2u
∂y2 . (84)

The governing equation (12) can be approximated in the small strain case by

∂

∂y

[
µ
∂u
∂y
−
∂

∂y

(
κ
∂u
∂y2

)]
= 0 , (85)

with the boundary conditions at the extremities

u(y = 0) = 0 ,
∂u
∂y

(y = 0) = 0 and (86)

u(y = H) = u0 ,
∂u
∂y

(y = H) = 0 . (87)

By using the definition of the internal characteristic length parameter l =
√

κ
µ
, the analytical solution of the ordinary

equation (85) is

u (y)
u0

=
tanh

(
H
l

)
2 − H

l tanh
(

H
l

) [
sinh

(y
l

)
−

y
l

]
+

1 − cosh
(

H
l

)
cosh

(
H
l

) [
2 − H

l tanh
(

H
l

)] [
cosh

(y
l

)
− 1

]
. (88)

Clearly the solution depends on the ratio H
l introducing a size effect in the shear layer problem.

The solution of this shear layer problem is numerically studied using the presented FDG and the EDG methods
for a layer height H = 1mm and an internal characteristic length l = 0.1mm. In order to assess the convergence of this
method with respect to the mesh size h, simulations are conducted for a series of mesh sizes, with different stabilization
parameters βP = βQ = β, and with quadratic brick elements. Fig. 5 illustrates the displacement obtained for the
different the mesh size with β = 1000. The solution fully converges to the theoretical result. The convergence with
respect to the mesh size in the L2–norm and in the H1–norm (71) obtained for different stabilization parameters are
respectively shown in Fig. 6a and Fig. 6b. The convergence rate in the L2–norm and in H1–norm are respectively equal
to 2 and 1 when βP = βQ > 10, which are the theoretical values when using quadratic element. This confirms that the
method is stable for the values of β larger than a constant. As the time requires to solve the macro–problem becomes
negligible compared to the resolution of the micro–problems, the use of the FDG method is more advantageous since
the method is amenable to an efficient parallel implementations using a face–based ghost method [35, 36].

4. Solution at the microscopic scale

The microscopic boundary value problem presented in section 2.2 is a standard quasi–static nonlinear problem.
From the definition of the fluctuation field (20), the periodic constraints (24) and (27) can be rewritten in the matrix
form by switching from tensorial notations to vector notations in the finite element discretization, yielding

Cu = g , (89)

where u is the finite displacement vector, where g = S
(
F̄ − I

)
+TḠ is the right hand side of the periodic constraint and

where S and T are respectively the first and second kinematic matrix, which only depend on the boundary coordinates.
The solution can be expressed by the minimization of the internal energy Wm

int

min
u

Wm
int =

∫
V0

Um dV , subject to Cu = g , (90)

17



where Um = Um
(
FT F

)
is the internal energy density. The Lagrange function is defined from the minimization

problem

Πm
(
u, λ, F̄, Ḡ

)
= Wm

int(u) − λT
[
Cu − g

(
F̄, Ḡ

)]
, (91)

where λT is the Lagrange multipliers vector. The stationary point of the Lagrange function (91) corresponds to the
microscopic equilibrium state

f − CTλ = 0 ,
Cu − g = 0 , (92)

where f =
∂Wm

int
∂u is the internal nodal force vector. There exist many methods to solve Eqs. (92). One is the Lagrange

multipliers method, which considers the new degrees of freedom vector ũT =
[
uT λT

]
[4], but this approach increases

the number of unknowns. Another method is to eliminate the constraints from the system by replacing all dependent
degrees of freedom by the independent degrees of freedom [7, 9]. This approach reduces the system size but depends
on the nature of the boundary conditions (the form of the matrix C). In [4, 7, 9], the periodic boundary condition
is only applied in case of conforming meshes –two opposite sides of the RVE have the same mesh distribution. On
arbitrary meshes another method, as the polynomial interpolation method [37], must be used to constrain the boundary
conditions. In that case the matrix C has an arbitrary form.

For the unified enforcement of these constraints, the multiple–constraint projection method [39, 8] is adopted in
this paper and is described here below. Afterward, the extraction of the macros-scale material law is detailed.

4.1. Linear constraint enforcement

By using the multiple–constraint projection method, the number of unknowns is not modified. During the Newton–
Raphson procedure, the linearized equations of the system (92) read

r + Kδu − Cδλ = 0 , and (93)
rc + Cδu = 0 , (94)

where r = f −CTλ is the force residual vector, where rc = Cu− g is the constraint residual vector, and where K =
∂ f
∂u

is the stiffness matrix.
Because of the linear independence of all constraints in Eq. (89) the matrix R = CT

(
CCT

)−1
exists, which is not

always the case of the matrix
(
CT C

)−1
. The matrix R should thus be introduced during the elimination of the Lagrange

multipliers in order to solve the system of Eqs. (93-94). Using Eq. (93) leads to

δλ = RT (r + Kδu) , (95)

which yields

QT (r + Kδu) = 0 , (96)

where the matrix Q = I − RC. From this definition one has Qδu = δu − RCδu and Eqs. (94) can be rewritten

δu = Qδu − Rrc . (97)

On the one hand, combining Eqs. (96) and (97) leads to

QT KQδu + QT (r − KRrc) = 0 , (98)

and on the other hand, the constraint (94) can be rewritten as

CT rc + CT Cδu = 0 . (99)
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The sum of these last two Eqs. (98) and (99) eventually leads to(
CT C + QT KQ

)
δu + CT rc + QT (r − KRrc) = 0 , (100)

which can be written under the form

δu = −K̃−1 r̃ , (101)

where

K̃ = CT C + QT KQ , and (102)
r̃ = CT rc + QT (r − KRrc) . (103)

As proved in [39], the solution (101) is the unique solution of the system of equations (93-94).

4.2. Macroscopic first Piola–Kirchhoff stress and macroscopic higher–order stress tensors

The macroscopic stresses can be obtained from Eq. (91) following

P̄ =
1

V0

∂Πm

∂F̄
=

1
V0

STλ , and (104)

Q̄ =
1

V0

∂Πm

∂Ḡ
=

1
V0

TTλ . (105)

Practically, the macroscopic stresses are computed from Eqs. (104) and (105) by using the Lagrange multipliers λ,
which are given at the equilibrium state r = 0 by

λ = RT f . (106)

The first Piola–Kirchhoff stress and the higher–order stress tensors are thus obtained from

P̄ =
1

V0
ST RT f , and (107)

Q̄ =
1

V0
TT RT f . (108)

4.3. Macroscopic constitutive tangent operators

To estimate the tangent operators, the static condensation procedure developed in [7] is considered. Note that the
supplementary constraints (27) act as fixations on the mean values of the boundary displacement field and that no extra
explicit fixations are required to prevent the rigid body motion. In this paper the static condensation idea is extended
to the use of Lagrange multipliers. Toward this end, the linearization around the equilibrium state of the micro–scale
system (93) is rearranged as [

Kii Kib

Kbi Kbb

] [
δui

δub

]
=

[
0

CTδλ

]
, (109)

where ui and ub are respectively the internal and the boundary nodal displacement vectors and where Kii, Kib, Kbi and
Kbb are the four related parts of the stiffness matrix K. Eq. (109) is equivalent to the system

K̃bbδub = CTδλ with K̃bb = Kbb − KbiK−1
ii Kib . (110)

Note that the matrix K̃bb is usually singular. For expressing δλ in terms of the macroscopic quantities, the linear
constraints (89) are now rewritten in terms of the boundary degrees of freedom only

Cbδub = SδF̄ + TδḠ . (111)
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Because of the linear independence of the linear constraints created from the periodic boundary condition, the bound-
ary degrees of freedom can always be decomposed into a dependent part ubd and into an independent part ubi as

Cbδub = Cbdδubd + Cbiδubi , (112)

where the size of the dependent part ubd is equal to the number of constraints from the boundary condition. The selec-
tion of this part is arbitrary as long as the matrix Cbd is invertible. For periodic meshes, the dependent and independent
parts are respectively the degrees of freedom on the positive part and on the negative part of the RVE boundary. For
arbitrary meshes and when using the polynomial interpolation method, the independent part corresponds to the new
degrees of freedom introduced in the problem to define the polynomial approximation of the boundary, while the
dependent part corresponds to the original degrees of freedom of the RVE boundary, see [37].

From (111) and (112) the new linear constraints are given by

δubd = Cdiδubi + SdiδF̄ + TdiδḠ (113)

where Cdi = −C−1
bd Cbi, Sdi = C−1

bd S and where Tdi = C−1
bd T. Because of the decomposition of the boundary degrees of

freedom (112), the force equilibrium (110) can be rewritten as[
K̃dd K̃di

K̃id K̃ii

] [
δubd

δubi

]
=

[
CT

bdδλ
CT

biδλ

]
, (114)

where K̃dd, K̃di, K̃id and K̃ii are the four related parts of the stiffness K̃bb. Using Eqs.(113) and (114) leads to the
expression of the Lagrange multipliers in terms of the macroscopic quantities

δλ = C−T
bd K∗dd

(
SdiδF̄ + TdiδḠ

)
, (115)

where K∗dd = K̃dd − K∗Tid K∗−1
ii K∗id, K∗id = K̃id + CT

diK̃dd and K∗ii = K̃ii + CT
diK̃di + K̃idCdi + CT

diK̃ddCdi. Eventually,
combining Eqs. (104), (105), and (115) gives

δP̄ =
1

V0
ST

diK
∗
dd

(
SdiδF̄ + TdiδḠ

)
, and (116)

δQ̄ =
1

V0
TT

diK
∗
dd

(
SdiδF̄ + TdiδḠ

)
. (117)

Since in the second–order computational homogenization framework the macro–structure is modeled as a full
second gradient continuum, the linearized constitutive relations can always be written in the form

δP̄ = C : δF̄ +LF̄Ḡ ... δḠ , and (118)

δQ̄ = L
ḠF̄ : δF̄ +J

... δḠ . (119)

Comparing these last equations with Eqs. (116) and (117), the tangent operators are given in the matrix notations by

C =
1

V0
ST

diK
∗
ddSdi , (120)

L
F̄Ḡ =

1
V0

ST
diK

∗
ddTdi , (121)

L
ḠF̄ =

1
V0

TT
diK

∗
ddSdi , and (122)

J =
1

V0
TT

diK
∗
ddTdi . (123)

Finally, the constitutive tangent operators are directly obtained by the static condensation of the microscopic global
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H

d

(a) Macroscopic mesh (b) Microscopic mesh

Figure 7: (a) The shear strip mesh and (b) the RVE mesh for the multiscale computational homogenization analysis of the shear layer problem. The
width of the shear layer is H and the size of RVE is d. The effect of the ratio H

d on the results illustrates the size effect.

stiffness matrix with the linear constraint matrix. In the non–linear case, the tangent operator estimation automatically
includes the geometrical and material non–linearity contributions. For the linear case, this scheme leads to a direct
quantification of the macroscopic elastic stiffness (e.g. of Mindlin model) based on the micro–analysis.

5. Numerical example: the shear layer problem

In this section, the boundary layer problem (see Fig. 4) is reconsidered by using the second–order multiscale
computational homogenization approach. This test is often used in literature as a benchmark problem for higher–
order continuum analyzes, e.g. in [7, 8, 24, 23, 40]. At the macroscopic scale, the shear layer height H varies between
1mm and 8mm. The mesh of the shear strip is shown in Fig. 7a. At the microscopic scale, because of the plane
strain state, a 2–dimensional RVE is considered with randomly distributed holes of 26% void fraction as shown in
Fig. 7b. The size of this RVE is taken to be d = 0.2mm and is kept unchanged during the study. By varying the
macroscopic size H, while keeping the microscopic RVE size unchanged, the influence of the ratio H

d on the shear
layer behavior can be investigated. An elasto–plastic material model is used as a microscopic material law. In this
law, the deformation gradient F is decomposed into the reversible elastic part Fe and into the irreversible plastic part
Fp such that F = Fe · Fp. The elastic potential energy is defined by

Um(Ce) =
K0

2
log2 J +

µ0

4
(
log Ce)dev :

(
log Ce)dev , (124)

where J = det F and where Ce = FeT · Fe. The first Piola–Kirchhoff stress tensor is then calculated by the relation

P = 2F ·
[
(Fp)−1

·
∂Um(Ce)
∂Ce · (Fp)−T

]
. (125)

The Cauchy stress can thus be deduced via σ = J−1 P · FT and the equivalent von Mises stress is evaluated via

σV M =

√
3
2

dev (σ) : dev (σ) , (126)

which allows to estimate the yield function

f = σV M − σy(p) ≤ 0 . (127)
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Figure 8: (a) The distribution of the shear strain FXY across the shear layer for several values of H
d and (b) the development of the boundary effect

in the shear layer at various shear values F0 and for H
d = 10. At the macroscopic scale, the FDG method is used with the stabilization parameters

βP = βQ = 1000.

In this last equation, p is the equivalent plastic strain and σy(p) is the yield stress, which is defined by the hardening
law. In case of a linear hardening law, σy(p) is given by the relation

σy(p) = σ0
y + hp , (128)

where σ0
y is the initial yield stress and where h is the hardening modulus. In this section, the material parameters

correspond to a bulk modulus K0 = 175GPa, a shear modulus µ0 = 81GPa, an initial yield stress σ0
Y = 507MPa, and

a constant hardening modulus h = 200MPa. The macroscopic prescribed shear strain is F0 = 0.01, which yields the
macroscopic prescribed displacement u0 = F0H. At the macroscopic scale, the FDG formulation is used with the
stabilization parameters βP = βQ = 1000. The simulations have been run in parallel with one macro–element per
processor.

Homogeneous results would be found across the layer with a classical multiscale computational scheme. On the
contrary, the second–order multiscale computational homogenization incorporates the macroscopic response with the
micro–structural size and accounts for the vanishing of shear strain at the layer extremities, which leads to a non–
uniform response across the layer. Fig. 8a shows the distribution of shear strain FXY across the layer at the prescribed
shear strain F0 = 0.01. The shear strain vanishes at the layer extremities and is maximum at the layer center. As it
can be seen, the thickness of the zone with boundary effect increases when the ratio H

d decreases. For the case H
d = 5,

where the micro–structural size is comparable with the macroscopic size, the boundary effect fully covers along the
height of the shear layer. The responses for different values of the ratio H

d are clearly separated.
Fig. 8b shows the development of the boundary effect across the layer at different prescribed shear strains F0 for

H
d = 10. The thickness of the zone with the boundary effects depends not only on the ratio H

d as shown in Fig. 8a,
but also on the value of the prescribed macroscopic shear strain F0 as shown in Fig. 8b. The larger the prescribed
macroscopic shear strain, the more important the plasticity. Moreover, it can be seen that the boundary effect depends
on the plastic behavior.

Fig. 9 shows the deformed macroscopic mesh and the distribution of the equivalent plastic strain in several RVEs
associated to the shear layer for H

d = 10 and for H
d = 40. For H

d = 10, the shear profile is non–uniform and the
distribution of the equivalent plastic strain is distinguishable from each RVE with a concentration at the layer center.
On other hand, we can observe an almost constant distribution of the equivalent plastic strain in each RVE for H

d = 40.
This numerical example clearly demonstrates the ability of the discontinuous Galerkin method for solving the

second–order continua, not only in macroscopic continuum, but also in the context of the second–order multiscale
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Figure 9: The deformation of the macroscopic mesh at F0 = 0.01 –displacements are magnified 15 times– and the distribution of the equivalent
plastic strain in several RVEs associated to the shear layer. The FDG method is used with the stabilization parameters βP = βQ = 1000 .

computational homogenization.

6. Conclusions and perspectives

This paper proposes a new framework for the second–order multiscale computational homogenization procedure,
which incorporates the second–order continuum at the macroscopic scale while considering the classical continuum
at the microscopic scale. The macroscopic second–order continua is resolved by using the discontinuous Galerkin
method for which the continuities of the displacement and of its derivatives are weakly enforced. The advantage of
using discontinuous Galerkin techniques is to use only the displacement field as unknowns. The implementation of the
presented framework shows that it can be integrated into conventional parallel finite element codes in a straightforward
way.

The important feature of the second–order multiscale computational homogenization procedure is to incorporate
a length scale via the size of the microscopic RVE. This allows moderate localization bands and size effects to be
captured. This proposed homogenization procedure using the discontinuous Galerkin method will be used in the near
future to model the localization and size effects in foamed materials.
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Appendix A. Derivatives of the shape functions

In the finite element method, the shape functions are used to approximate all the continuous fields within the finite
element. In general, the shape function in the iso–parametric space reads

N = N(ξ) . (A.1)
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In the element space, the shape function values and its derivatives can be calculated:

N(X) ,
∂N
∂X

,
∂2N
∂X∂X

and
∂3N

∂X∂X∂X
. (A.2)

The Jacobian matrix which transforms the iso–parametric space to the element space, is defined as

Ji j =
∂X j

∂ξi
and J−1

i j =
∂ξ j

∂Xi
. (A.3)

All the derivatives of the shape function are computed easily in the iso–parametric space:

Bξm =
∂N
∂ξm

, Hξ
mn =

∂2N
∂ξm∂ξn

and Kξ
mnp =

∂3N
∂ξm∂ξn∂ξp

. (A.4)

The values on the element space follow from:

Appendix A.1. Value of the shape function

N(X) = N(ξ) . (A.5)

Appendix A.2. First derivative of the shape function

B j =
∂N
∂X j

=
∂N
∂ξm

∂ξm

∂X j
= J−1

jm Bξm . (A.6)

Appendix A.3. Second derivative of the shape function

H jk =
∂2N

∂X j∂Xk
=

∂

∂Xk

(
∂N
∂ξm

∂ξm

∂X j

)
= J−1

kr
∂

∂ξr

(
J−1

jm Bξm
)

= J−1
jm J−1

kr Hξ
mr + J−1

kr Bξm
∂J−1

jm

∂ξr
. (A.7)

Let

A jmr =
∂J−1

jm

∂ξr
, (A.8)

be computed from

J−1
jp Jpm = δ jm (A.9)

⇔
∂J−1

jp

∂ξr
Jpm + J−1

jp
∂Jpm

∂ξr
= 0 (A.10)

⇔ A jmr =
∂J−1

jm

∂ξr
= −J−1

jp
∂Jpq

∂ξr
J−1

qm . (A.11)

The center term

Bpqr =
∂Jpq

∂ξr
(A.12)
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can be calculated from Xi = NaXa
i , as

Jpq =
∂Xq

∂ξp
= Bξap Xa

q , (A.13)

⇒ Bpqr =
∂Jpq

∂ξr
= Hξa

pr Xa
q . (A.14)

Finally, the second derivative of the shape function is given by

H jk =
∂2N

∂X j∂Xk
= J−1

jm J−1
kr Hξ

mr − J−1
jpBpqr J−1

qmJ−1
kr Bξm (A.15)

= J−1
jm J−1

kr (Hξ
mr − Bmqr J−1

qp Bξp) . (A.16)

Appendix A.4. Third derivative of the shape function

K jkl =
∂3N

∂X j∂Xk∂Xl
=

∂

∂Xl

[
J−1

jm J−1
kr (Hξ

mr − Bmqr J−1
qp Bξp)

]
(A.17)

= J−1
ls

∂

∂ξs

[
J−1

jm J−1
kr (Hξ

mr − Bmqr J−1
qp Bξp)

]
(A.18)

= J−1
ls (A jmsJ−1

kr +AkrsJ−1
jm)(Hξ

mr − Bmqr J−1
qp Bξp) + (A.19)

J−1
ls J−1

jm J−1
kr (Kmrs − CmqrsJ−1

qp Bξp − BmqrAqpsBξp − Bmqr J−1
qp Hξ

ps) , (A.20)

with

Cmqrs =
∂Bmqr

∂ξs
= Kξa

mrsXa
q . (A.21)

Appendix B. Consistent stiffness matrix

In this section we provide an approximation of the consistent stiffness matrix used when solving the system of
equations (83). This stiffness matrix consists of the contributions of the surface terms Ke and of the volume terms Ks

K =
∑

e

Ke +
∑

s

Ks . (B.1)

It is clear that the forces acting on the interface elements depend on the stress tensors (and on the material tangent
moduli) of the two adjacent elements. This increases the implementation complexity and possibly the bandwidth of
the assembled global system of equations.

The contributions of the volume integrals ae
PF

(
ūh, δū

)
and ae

QG

(
ūh, δū

)
to the stiffness matrix comprise the con-

ventional first-order term acting on the deformation gradient and the second–order term acting on the gradient of the
deformation gradient. The elementary force from the volume integrals reads

f ea
i =

∫
Ωe

0

(
P̄i jBa

j + Q̄i jkHa
jk

)
dB , (B.2)

From this last equation, the contribution to the global stiffness matrix from each volume element follows as

Keab
ik =

∫
Ωe

0

(
Ci jklBa

j B
b
l +LF̄Ḡ

i jklmBa
j H

b
lm +LḠF̄

ipqklH
a
pqBb

l +JipqklmHa
pqHb

lm

)
dB . (B.3)
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The contributions of the surface integrals aI1
Ps

(
ūh, δū

)
, aI2

Ps

(
ūh, δū

)
, aI3

Ps

(
ūh, δū

)
, aI1

Qs

(
ūh, δū

)
, aI2

Qs

(
ūh, δū

)
and

aI3
Qs

(
ūh, δū

)
to the global stiffness matrix are implemented via the interface elements. The surface forces are com-

puted from these surface integrals as

f sa±
k = ±

∫
s

Na±
〈
P̂k j

〉
N̄−j d∂B

+

∫
s

�
ūh

i

� 1
2

(
C0±

i jklB
a±
l +LF̄Ḡ0±

i jklm Ha±
lm − L

ḠF̄0±
i jlkm Ha±

ml − J
0±
i jpkqrKa±

qrp

)
N̄−j d∂B

±

∫
s

�
ūh

i

�
N̄−j

〈
βP

hs C
0
i jkl

〉
Na±N̄−l d∂B

±

∫
s

Ba±
j

〈
Q̄k jl

〉
N̄−l d∂B

+

∫
s

������ ∂ūh
i

∂X̄ j

������ 1
2

(
J0±

i jrkpqHa±
pq +LḠF̄0±

i jrkp Ba±
p

)
N̄−r d∂B

±

∫
s

������ ∂ūh
i

∂X̄ j

������ N̄−l

〈
βQ

hs J
0
i jlkpq

〉
Ba±

p N̄−q d∂B , (B.4)

where “±” gives a “+” contribution to the degrees of freedom of the “+” element and a “−” contribution to the degrees
of freedom of the “−” element. From this expression, the elementary stiffness matrix is given by

K sa±b±
ki = ± +

∫
s

Na± 1
2

(
C±k jilB

b±
l + (LF̄Ḡ±

k jilm − L
ḠF̄±
k jlim)Hb±

lm − J
±
k jpiqrKb±

qrp

)
N̄−j d∂B

+ ±

∫
s

Nb± 1
2

(
C0±

i jklB
a±
l + (LF̄Ḡ0±

i jklm − L
ḠF̄0±
i jlkm )Ha±

lm − J
0±
i jpkqrKa±

qrp

)
N̄−j d∂B

± ±

∫
s

Nb±N̄−j

〈
βP

hs C
0
i jkl

〉
Na±N̄−l d∂B

± +

∫
s

Ba±
j

1
2

(
J±k jlipqHb±

pq +LḠF̄±
k jlip Bb±

p

)
N̄−l d∂B

+ ±

∫
s

Bb±
j

1
2

(
J0±

i jrkpqHa±
pq +LḠF̄0±

i jrkp Ba±
p

)
N̄−r d∂B

± ±

∫
s

Bb±
j N̄−l

〈
βQ

hs J
0
i jlkpq

〉
Ba±

p N̄−q d∂B , (B.5)

where the notation “±±” means the consecutive application of “±” and “±”.
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