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Deeply linked with numeration systems and the representation of numbers (real numbers or
integers), the so-called odometers or “adding machines” play a central role in various fields
of mathematics and theoretical computer science: in approximation of ergodic systems, in
symbolic dynamics or in fractal geometry. They have also been studied from a combinatorial
and topological point of view. From a dynamical point of view, it is natural to consider
an odometer as a map acting on infinite words over a finite alphabet of digits. By putting
an infinite sequence of zeroes in front of any finite word, the set of representations of all
the integers is embedded into the set of infinite words onto which the odometer acts. We
focus in this talk on the action of the odometer on finite words. The function acting on
finite words representing integers and which maps the representation of an integer n onto the
representation of n + 1 is usually called the successor function. In the context of abstract
numeration systems where a language L over a totally ordered alphabet (A, <) is ordered
by the radix order, the successor function Succy maps the n-th word in L onto the (n +
1)-th word. For positional numeration systems, addition of 1 to compute the successor of
the representation of a non-negative integer n leads to the apparition of a carry which can
propagate to the left (as usual integers are represented most significant digit first). The
representation of n + 1 is obtained when there is no more carry to take into account. The
unaffected prefix (if any) of the representation of n is then copied as prefix of the representation
of n+ 1.

Recall the following results. Let L be a rational language. The successor function Succy, is
realized by a (left) letter-to-letter finite transducer. It can also be realized by a right letter-to-
letter finite transducer. Recently, P.-Y. Angrand and J. Sakarovitch have show the following
result (for precise definitions, see the corresponding paper).

Theorem 1. Let L be a rational language. The successor function Succy, is piecewise right
sequential.

It is quite natural to consider two kinds of questions about the successor function. The first
one is concerned with the estimation of the length of the carry propagation when applying
the successor map on the first n integers (or more generally on the first n elements in a
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given language). This leads to the notion of amortized (or average) carry propagation when
applying the successor function. The second question is a computational issue: estimating the
number of operations (in classical terms of Turing machines complexity) required to compute
the representations of the first n integers from the first one by applying n times the successor
function. This leads to the notion of (amortized) complexity, i.e., the average amount of
computations required to obtain the successor of an element.

1 Preliminaries

Let (A, <) be a finite alphabet, totally ordered. The set of all words over A is denoted by A*.
The empty word is denoted by €. The set of words of length < n is denoted by AS™. The
length of a word = of A* is denoted by |z|. If x = uv, u is a prefiz (or a left-factor) of z, and
v is a suffiz (or a right-factor) of x.

The radiz order (also called the genealogical order or the short-lex order), denoted by <, is
defined as follows. Let x and y be two words in A*; x < y if || < |y|, or |z| = |y| and = = pas,
y = pbt with @ and bin A, a < b (i.e., for two words of same length, the radix order coincides
with the usual lexicographic order).

In all what follows, L C A* stands for a language ordered by the radix order. Without loss of
generality, we can always assume that A is made of consecutive integers starting with 0 and
naturally ordered, A ={0,1,...,r —1}. The set of largest words of each length for the radix
ordering of L is denoted by maxlg(L). In particular, the results presented in this paper can
also be expressed in terms of abstract numeration systems.

Let ¢ be a non-negative integer; the (i 4+ 1)-th word of L in the radix order is denoted as (i)y,.
The successor of a word = in L is the unique word y of L such that

(@ <y)A(Vze L) ((x <2) = ((y =2)V (y < 2)))

The successor function on L is the function Succy, : A* — A* that maps a word « = (i), of
L onto its successor y = (i + 1)1, in L. The odometer is an extension to infinite words or to
bi-infinite words of the successor function.

A language L is said to be prefiz-closed if every prefix of a word of L is in L. Moreover, L
is said to be right extendable if, for all w € L, there exists a non-empty word u such that
wu € L. A language L is right essential if it is prefix-closed and right extendable.

The number of words in L of length n is denoted as uy(n) and the number of words in L of
length < n is denoted as v, (n).

An automaton over A, A = (Q,A,E,I,T), is a directed graph labeled by elements of A.
The set of vertices, traditionally called states, is denoted by @, I C @ is the set of initial
states, T' C @ is the set of terminal states and £ C Q x A x @ is the set of labeled edges.
If (p,a,q) € E, we write p % ¢. The automaton is finite if @ is finite. The automaton A
is deterministic if E is the graph of a (partial) function from @ x A into @, and if there is
a unique initial state. A subset L of A* is said to be recognizable by a finite automaton or
rational if there exists a finite automaton A such that L is equal to the set |A| of labels of
paths starting in an initial state and ending in a terminal state. The set of rational languages
over A is denoted as Rat(A*).



Let L in Rat(A*) having M as a minimal automaton. We suppose that M is trim, i.e.,
accessible and co-accessible. It is said to be primitive if its adjacency matrix M is primitive,
i.e., there exists some k such that M* > 0. If ¢ is a state of M, we denote by u,(n) (resp.
v4(n)) the number of words of length n (resp. at most n) accepted from state g. In particular,
if go stands for the initial state of M, we write either ug,(n) or uz(n) to stand for #(LNA"™).
In the same way, we use both v, (n) or vi(n) denoting #(L N AS"). It is well-known
that all the sequences (uq(n))n>o satisfy the same recurrence relation whose characteristic
polynomial is the one of M. In particular, if vq, ..., are the roots of this polynomial, then
using a standard result about the general form of linear recurrence sequences, there exist
polynomials F, 1, ..., P, such that

uy(n) = Poa(n) ' + -+ Pye(n) 7' (1)

2 Carry propagation

Let L be a language ordered by the radix order. Given two words x and y, we set

_ f max(jal,]y)) if fo] # [y,
Alz,y) = { min{|v| | Ju, w,z = w,y = vw} if |z| = |y|.

With this notation, we define the carry propagation when computing the successor as follows:

Definition 1. The carry propagation in the computation of Succy,((i)r) is A((i)r, (i +1)1).
If the language L is clear from the context, we simply write A(x) as a shorthand and for
A(z,Succr,(x)), for all z € L.

Definition 2. The (amortized) carry propagation of Succy, is defined as the following limit
if it exists

N—-1

1

CP(Succr) = limsup = Y - A({(i), (i + 1)1).
N—oo N i—0

Note that the amortized carry propagation might be infinite (for instance, for a language

having a polynomial growth, the simplest example being L = a*). Furthermore, the limit

might not exist even for a right essential language.

Proposition 2. Let L be a right essential language. The carry propagation for computing
the successor of all the words of L of length n > 0 is given by v (n).

Theorem 3. Let L be a right essential language. Suppose that lim, - ur(n+ 1)/ur(n), or
lim, oo vi(n+1)/vL(n), exists and is equal to some vy, > 1. Suppose moreover that the limit
My o0 Zﬁ\igl A((i)p, (i +1)1) exists. Then

YL
CP(Succy) = .
( 2 vL—1

Lemma 1. Let L be a rational right essential language. Suppose that the adjacency matrix
M of the the trim minimal automaton M of L has a unique dominating eigenvalue g, > 1,



i.e., for any other eigenvalue 7, ...y, we have |vj| <y < 1. Then, for all states q of M,
there exist polynomials Py 1, P2, ..., P, such that

ug(n) = L+Z 0.t(n) 755 (2)

Py1 #0 and deg Py 1 > deg Py 1, for all states g, (3)

vg(n) L o vg(n)
P, 0, then li d = : oth 1 L2 — 0. 4
Zf q,1 7’é en ngn;op (”)WE o 1 otherwise ngx;o 72 ( )

In that case, the limit imy_,o0 + ZN YA g, (i + 1) 1) emists.

Proposition 4. Let L be a rational right essential language. Suppose that the adjacency
matriz M of the the trim minimal automaton M of L has a unique dominating eigenvalue
v > 1, ie , for any other eigenvalue vo,...,v:, we have |y;| < v < 1. Then, the limit

My & ZN YA, (i +1)1,) emists.

3 Concrete complexity of the successor function

Suppose that P is a program (i.e., a Turing machine) which, for every ¢ > 0, computes
Succr,((i)r) in Op(P, (i)r) operatlons

Definition 3. The (amortized) complezity of P is

comp(P) = lim —ZOp

N—oo N
The (amortized) complezity of Succy, is

Comp(Succy,) = inf{comp(P) | P computes Succyr,}.

A finite transducer can be seen as a program, but it is not sequential in general.

Proposition 5. If L is a rational language then Comp(Succy) > CP(Succy).

To compute precisely the complexity, we must take into account what is the needed infor-
mation to take a decision of move or writing. If x is in L, we denote by C'P(z) the carry
propagation and Comp(z) the total number of operations needed to compute Succy,(z). Note
that we do not consider the prefix of z which is invariant under the successor function. The
surcharge SC(z) is the difference SC(x) = Comp(z) — CP(x).

The (amortized) surcharge for computing Succy, is
N-1

1
SC(Succyr) = A}gnoo N Z SC((i)r) = Comp(Succy,) — CP(Succy,).
=0

When the successor function is realized by a right sequential letter-to-letter finite transducer,
each move in the transducer is determined only by the input letter and produces an output
letter, so there is no surcharge.



Proposition 6. If Succy is realized by a right sequential letter-to-letter finite transducer,
then
Comp(Succy,) = CP(Succy,).

Note that this result does not hold anymore when the successor function is left sequential,
but not right sequential.

4 Results for beta-numeration

Let V' = (vn)n>0 be an increasing sequence of integers with vg = 1, V' is called a basis. By a
greedy algorithm, every non-negative integer N is given a V-expansion of the form ay - - - ag,
with digits 0 < a; < v;j+1/v;, such that N = Zf:o a;v;. On the set L(V) of the greedy
V-expansions of the non-negative integers the successor function is defined as above. By
definition of the greedy expansions, the number of words of length < n, vy (n), is equal to v,,.

We now recall some definitions and results on the so-called beta-numeration. Let 8 > 1 be
a real number. Any real number z € [0,1] can be represented by a greedy algorithm as
2= Y% 287" with z; € Ag = {0,...,[B] — 1} for all i > 1. The greedy sequence (2;);>1
corresponding to a given real number z is the greatest in the lexicographical order, and is
said to be the f-expansion of z. It is denoted by dg(z) = (2;)i>1. When the expansion ends
in infinitely many 0’s, it is said finite, and the 0’s are omitted.

Let dg(1) = (tn)n>1 be the S-expansion of 1. If dg(1) is finite, of the form dg(1) =t - - t,,,
tm # 0, let dg(l) = (t1 - tym-1(tm—1))¥ be the quasi-greedy expansion of 1. If the S-expansion
of 1 is infinite, set d5(1) = ds(1).

Definition 4. Let § > 1 be a real number.

If the S-expansion of 1 is finite, of the form dg(1) = t1 - - - t,,, then set vy =1, v, = t1vp—1 +
ot tpugt+1lforl <m<m-—1, and v, = t1vp_1 + - + tipUp_m for n > m.

If the -expansion of 1 is infinite, dg(1) = (t5)n>1, then set vog = 1, and v, = tjvp—1 + -+ +
tpvg + 1 for n > 1.

The sequence Vi = (vy,)n>0 of integers with the alphabet Ag forms the canonical numeration
system associated with (.

It is well known that lim,, o Up41/v, = B. Then from Theorem 3 follows.

Theorem 7. If § > 1, the carry propagation of the successor function for the canonical
numeration system Vg associated with (3 is

CP(Succr,) = b

B-1

We will explain for the cases of simple and non-simple Parry number, how to obtain a spe-
cific transducer to compute the successor function for beta-numeration. In particular, an
important part of this talk is to show that our construction permits to compute
and estimate precisely the (amortized) surcharge and thus, the complexity of the
successor function for the canonical numeration system Vj associated with (.
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