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I. Introduction

    Nowadays, it is obvious that the theoretical models have become mandatory to support experimental works. Almost all the experimental results are explained by models which can be meaningful when the theoretical calculations underlying them are also presented with their results.

     In chemistry or biochemistry, this led to the development of the so-called "molecular modelling" field, which covers a wide range of theoretical tools and techniques. In the particular case of reactivity, the theoretical tool is the quantum mechanics (QM) applied to chemistry, i.e. quantum chemistry.

    The aim of the chapter is three-fold. First, to present the methods of quantum chemistry. This is developped in Section II. Secondly, to choose some recent articles that use QM to study -lactamase reactivity and briefly present their results. This is detailed in Section III. Thirdly, to analyze two examples of our laboratory. This is exposed in Section IV.

     Finally, the Conclusion will draw some important lines about this tool and its good practise.

II. Quantum chemistry and its methods [1-3].

II.1. The Hartree-Fock framework: the main approximations

     Quantum chemistry is the branch that uses the mechanics specific to small particles, i.e. quantum mechanics, to describe the molecules, their properties and their reactivities. Due to their small masses, the small particles cannot be described by a well-defined trajectory, like a ball spinning in the roulette wheel or the planets orbiting around the sun. This is due to the fact that their wave character, which is indeed an intrinsic feature of all the particles, be they small or large, becomes as important as their particle character. Consequently, they must be described by a wave function that defines their state. This wave function has no meaning by itself but its squared value represent the probability density that the system have the coordinates or momenta used as arguments. In quantum chemistry, the small particles referred to are the electrons, the nuclei being usually considered as heavy classical particles since they are at least 1830 times heavier than an electron. In quantum mechanics, the physical variables, like the energy, the positions, the momenta, etc.., are associated with an operator (energy operator, position operators,..) which provides the value of the variable after acting on the wave function. For instance, the energy of a stationnary system is related to a hamiltonian operator, so-called as a tribute to the mathematician William Rowan Hamilton. This hamiltonian is the sum of a kinetic and a potential energy operators, the first term being a function of the momentum operators of the particles while the second usually only depends on their coordinate operators. This usually writes:

                                               H(p,q) = T(p) + V(q)

H, T and V being respectively the hamiltonian, the kinetic and the potential energy operators, p and q being the vectors the components of which are the momenta and the positions of all the particles, electrons and nuclei. If the wave function describing the state of the system is noted  (q), the total energy E related with this state is obtained through the famous Schrödinger’s equation for stationnary systems:

                                          H(p,q)  (q) = E (q)

In quantum chemistry, the dynamics of the nuclei is not considered and their motions are most often considered through the classical image of a trajectory. Thus the motion of the electrons and the nuclei are separated and only the electronic part of the hamiltonian and of the wave function is considered in quantum chemistry. This approximation, called the Born-Oppenheimer approximation, leads to another equation of the Schrödinger’s type:

                                 Hel(pel,qel,QN)  el(qel,QN) = Eel(QN)  el(qel,QN)                   (1)

where pel,qel,QN are respectively the vectors of the electronic momenta, electronic coordinates and nuclei coordinates, and Eel(QN) is the electronic energy which is non longer a constant but now depends on the (3N-6) internal nuclear coordinates, the 6 degrees of freedom related to the translation and the rotation having been completely separated from the problem; as a matter of fact, the properties of the system are not modified during a translation and/or a rotation according to the three coordinates X,Y,Z. This function is usually referred to as the potential energy surface (PES) because it is in fact the potential energy of the nuclei. They are like slopes and hills on ski pistes but the skiers are the nuclei and they travel in a (3N-6)-dimensional space instead of our 3D one. There are several interesting positions for the skier on the piste: the top, from where he will always descent whatever the direction he chooses, the bottom of the slopes, from where he must always provide an effort to go in any direction (unless he pays a ski lift), or the road down to the hotel with the mountain wall on one side and the chasm toward the valley on the other. These special points and paths will be discussed below.

     Equation (1) is cannot be solved analytically, except for one-electron systems, leading to the hydrogenoïd functions, or orbitals, in the case of atomic ions. Thus, approximations have to be introduced  and they concern the way the wave function is expressed. Hartree and Fock have worked out a model, based on the idea that each electron is described as an independent particle feeling the average field of the others. The electronic wave function is then expressed as a product of monoelectronic functions, called the orbitals (atomic or molecular according to the system considered). The first obvious improvement of this wave function is introduced by Slater who expressed it as a determinant built on monoelectronic functions that included a spin function, the spinorbitals. The next approximation, due to Roothaan and Hall, concerns the possible expression of the orbitals. It is called the Linear Combination of Atomic Orbitals, or LCAO, and is based on the following reasoning. Since the orbitals must describe an electron in a molecule, or in an atom, it seems straightforward to consider that their natural building blocks should be the analytically-known hydrogenoïd orbitals, i.e. the functions obtained for one-electron hydrogen-like atomic system. These orbitals are the well-known 1s, 2s, 2px, 2py, 2pz, 3s ... functions. It should be emphasized here that, in spite of the meaning of the acronym LCAO which refers to atomic orbitals, these building blocks are not atomic orbitals, they are just basis functions used to construct the molecular orbitals. They constitute the so-called basis set. All the preceding approximations are summarized in the Appendix.

    The framework just described, consisting in the independent electron model and the LCAO approximation, is the Hartree-Fock-Roothaan-Hall framework, most usually referred to in the literature as the Hartree-Fock framework (HF). The most important concepts to keep in mind are the orbitals, or the spinorbitals, the Slater determinant and the basis set functions. The process leading to the knowledge of the orbitals is the resolution of the coupled Fock’s equations, which also provide well-known quantities: the orbital energies, that give good approximation of the ionization energies, on the basis of the Koopman’s theorem. The Fock’s equations are expressed in the basis functions system and provide the LCAO coefficients (c,i(QN) in the Appendix). These equations involve a very large number of 3n-dimensional (n=number of electrons) integrals. The orbitals obtained belong to a representation of the symmetry point group of the molecule and thus determine the symmetry of the related Slater determinant, i.e. of the electronic state. In this paragraph, we will not discuss about the virtual orbitals, about the overlap, mono and bi-electronic integrals, about the spin functions, about the different HF frameworks (RHF,UHF,ROHF), or about the localized orbitals. All these developments and others can be found in textbooks like those in references 1-3. 

     In the early years of quantum chemistry, John Pople made a tremendous effort in the development on approximate methods [4], the philosophy of which was based on two axes: the first one was to propose a physically founded way to considerably decrease the number of integrals in the Fock equations, and the second one was to evaluate some of them on the basis of known properties like for instance the ionization energies. Two very famous of these approximate frameworks are the Pariser-Parr-Pople (PPP), concerning only the  electrons, and the Complete Neglect of Differential Overlap (CNDO) ones, involving all the valence electrons. Those methods constitute the family of so-called semiempirical approaches. Nowadays, the most used method is the Austin Model 1 and has the acronym AM1 [5]. It provides satisfactorily qualitative results as to the geometry and the energies, except when hydrogen bonds are concerned, because it does not reproduce the directionality of this peculiar interaction. It has the great advantage to be applicable to large systems ((500-1000 atoms). 

II.2. The basis set functions and their gaussian expansion.

     The basis set is qualified as minimal, double-zeta, triple-zeta, .., with polarization and/or diffuse functions, and so on. The meaning of these terms is based on the attribution of a certain number of well-defined basis functions to each element. First of all, a distinction core/valence shells is important in the definition of the basis set, as will be seen below, the core electrons weakly participating to the chemical reactivity. The electrons that must be the best possibly described are the valence ones, that come from the external shells of the constituting atoms. The most obvious way to attribute basis functions to an element is to consider that it will receive as many basis functions as its number of occupied shells in the periodic table. For instance, carbon which has the electronic representation 1s2, 2s2, 2p4, will be attributed five basis functions: 1s, 2s, 2px, 2py, 2pz, because the 2p are equivalent. This is the minimal basis set: hydrogen has one basis function of 1s character, the second row elements have five basis functions (see carbon), the third row elements have 9 basis functions, and so on. However, the fact of choosing atomic functions, optimized for one-electron atoms, to describe molecular systems is equivalent to use bricks to build a doll’s house. It lacks the flexibility to involve several molecular details though it will usually lead to qualitatively satisfactory results as to the geometry. This flexibility is included in the basis set by duplicating, or triplicating, each type of basis function. For instance, it includes two 1s-types (noted 1s, 1s’), two 2s-types (2s,2s’), two 2p-types (2p,2p’)... functions, in which case it is called double-zeta basis set. If the basis set is triplicated, it is called triple-zeta basis set, and so on. Frequently, the shells related with the core electrons remain single and such basis sets are called valence double (or triple ...) zeta basis sets. One of these that is very often used today has the acronym 6-31G: the one figure at the left of the minus sign means that the core shells are not duplicated while the two figures at the right of the sign means that the valence shells are duplicated. The flexibility is also brought by including monoelectronic functions that correspond to empty shells in the atom with a high orbital quantum number, thus describing 2p, 3d, .. levels for hydrogen, or 3d, 4f, ...for second row atoms, and so on. This type of functions are called polarization functions and can be represented by an asterisk * in the basis set acronym. One asterisk means inclusion of polarization functions on non-hydrogen atoms, two asterisks refer to inclusion of polarization functions on hydrogen and non-hydrogen atoms (6-31G* or 6-31G**). Finally, the basis set can be improved by adding diffuse functions, i.e. characterized by a small value of the exponential argument. These functions are often s-types and p-types functions and are meant to describe electronically excited states or negative ions. They are represented by a + in the acronym.

     The basis function expression initially contains exponential factors. This implies that the above-mentioned integrals must be calculated numerically, which a very CPU-time-consuming process. John Pople was a pioneer in realizing that the basis functions could be approximated as linear combination of gaussian functions, that are much easier to handle since many of their product integrals have known values. For instance, in his first attemps to develop minimal basis sets, he proposed his STO-nG basis sets, with n=3,6, where each basis set function is expanded on n gaussian functions. Similarly, the valence double-zeta C-vwG involves C gaussian functions for each core shell basis function (1s for instance), v gaussians for the first valence shell (2s, 2p,..) and w gaussians for the second valence shell (2s’, 2p’, ..). 

    As an example, 6-311+G** is a valence triple-zeta basis set with polarization functions on hydrogen and non-hydrogen atoms (2p-type on H and 3d-type on second row atoms) and with diffuse functions on non-hydrogens atoms (sp-type). Each basis function is developped on gaussians, 6 for the core basis functions, 3 for the first, 1 for the second and 1 for the third valence shell.

II.3. The electronic correlation.

    In the Hartree-Fock framework, each electron is described by a one-electron function entering the expression of the total polyelectronic wave function, the Slater determinant, D0 in the following. The influence of the other electrons is taken into account through an average field. Consequently, this framework does not describe correctly the influence of the electrons on one another, i.e. the electronic correlation. This drawback of the method is mitigated by giving the wave function some more flexibility in its description: it is expanded on several Slater determinants Dts constructed by replacing one or several occupied (i,j,..)  orbitals by the virtual (a,b,..) ones, obtained in the LCAO procedure of the HF framework:

   el(qel,QN)   ( u0 D0[(11, (22, ... (ii  ... (jj … (n(qnel,QN)n]   +
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The coefficients ut are obtained either variationally, like in the CI (configuration interaction) or QCI (quadratic CI) methods, or perturbationally, like in the Møller-Plesset MPx (x=2,3,4,5) methods. The summations in equation (2) concerns several thousands or even millions configurations. Thus, they are very CPU-time and disk consuming and cannot be applied to large systems (> 10-20 atoms). There are methods that allow to treat intermediate systems ((100 atoms) including electronic correlation: they belong to the density functional theory framework (DFT) [6] and rely on the concept of the density instead of that of the wave function. However, the computation of this density is copied on the HF framework: it remains a simple product of the orbital squared, orbitals that are derived through the Kohn-Sham equations [7], which seems similar to the Fock equations in their writing but whose terms are somewhat more complex and involve the electronic correlation. The terms of these equations that are problematic are the exchange and the correlation terms and there are many different functionals that have appeared in the literature which differ by their exchange and/or correlation functionals. The most known has the acronym B3LYP [8], which consists first of a three term exchange functional due to Becke, one of which is the HF exchange,  and second of a Lee-Yang-Parr (LYP) correlation functional. 

II.4. The Potential Energy Surface

     The potential energy surface Eel(QN) is the function that conditions the motion of the nuclei; its partial derivatives according to the nuclear coordinates giving the forces acting on them. It is a (3N-6)-dimensional function and its expression or representation is highly dependent on the choise of the nuclear coordinates. Nevertheless, though only (3N-6) linearly independent nuclear coordinates are necessary to describe in a univocal way the molecular system and obtain Eel(QN), this function can be expressed in a linearly dependent coordinate system, such as the cartesian (X,Y,Z) system or any other one. For small to intermediate systems, the chemist likes to work with his user-chosen internal coordinates (bond lengths, valence angles, dihedrals). However, for large systems (>500 atoms), like for instance host-guest complexes, it is much easier and efficient to work with a set of internal redundant coordinates [9-11] that can be generated automatically by programs like GAUSSIAN [12], from the cartesian coordinates that are available in the data banks. For instance, in the case of proteins, many 3D structures, determined by crystallography, are available in the Protein Data Bank (PDB) [13] through their cartesian coordinates. These redundant coordinates are chosen according to proximity criteria, e.g. all the distances between nuclei below a certain threshold depending of the van der Waals radii, all the angles between these bonds, and so on.

     The characteristics of the large majority of points of the PES are varying as a function of the chosen coordinates. Only some few particular points of the PES have constant characteristics no matter what the coordinates are: they are called stationary points and are defined by a zero gradient of  Eel(QN), ( Eel(QN) = 0. Let us recall that the gradient is a vector operator the components of which are the partial derivative operators according to the coordinates, here  ( = (
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QM) if M is the number of nuclear coordinates. The nature of the stationary points is determined thanks to the second derivative matrix, called the hessian matrix, H = {(2/(2QiQj}, and more precisely to its eigenvalues:

                                   X H X =                                                                             (3)

where the columns of the X matrix are the eigenvectors of H and  is a diagonal matrix the elements of which are the eigenvalues i of H. The components of the eigenvectors are coefficients that weigh the current coordinates Qi, resulting in new coordinates 

                             Qj = 
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that are linearly independent (or orthogonal) and for which the curvature of the potential energy is known: it is the eigenvalue j. In the particular case of the mass-weighted cartesian coordinates, the hessian matrix is the force constant matrix, the diagonalization of which leads to the frequencies   i = (2) 
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, and the eigenvectors are the well-known normal modes. If the i is negative, the related frequency is imaginary. As a matter of fact, the index of a localized stationary point is determined by calculating the frequencies. The interesting point of the diagonalization of H at a stationary point is that it provides a clear view of the PES topology since it indicates the directions along which the PES rises (all the Qj related with j positive) or goes down (all the Qj related with j negative). The description of these directions may be complicated since it normally involves all the chosen coordinates Qi (see equation (4)). However, it often occurs that the coefficients Xij in (4) are large only for a few Qi, in which case the related coordinate Qj is easy to imagine in terms of the user-defined Qi.   

     The stationary points are classified according to the number of the hessian negative eigenvalues. If H has only positive eigenvalues, the stationary point is a minimum. In the case of one negative H eigenvalue, the stationary point is called a transition state, with the acronym TS. Otherwise the stationary points are called stationary or critical points of index m, where m is the number of negative H eigenvalues. The transition states are interesting points since they correspond to a region where the energy rises for any displacement away from the stationary point except one: that corresponding to Q1, associated with the negative eigenvalue 1. After two small displacements –Q1 and +Q1 along the direction given by the eigenvector Q1, two paths can be generated by following either the minimum energy or the steepest descent criterion. This latter criterion corresponds to the so-called Intrinsic Reaction Coordinate (IRC) by Fukui [14] and is the most used. The two paths lead to two local minima connected by the initial TS. The reaction coordinate is defined as the coordinate that allows to go from one minimum to another and is a line constituted by the two above-mentioned paths constructed from the TS; and from the way it is built, it is also the minimum energy path from one minimum to the other, the TS being the highest point on that path.

II.5. The geometry: optimization and reaction coordinate

      Each point on the PES correspond to a geometry, i.e. a nuclear arrangement of the molecular system. Only few peculiar points are interesting on this surface: the stationary points, and most of the time, the minima and the TS. The problem is thus to localize these points on the PES, i.e. to perform a geometry optimization. If only the minima are to be obtained, rather simple methods based only on the knowledge of the gradient are needed, such as the steepest descent method or the conjugate gradient method [15]. If stationary points of non-zero index are searched, methods involving the hessian must be used. Actually, the most efficient way to perform a geometry optimization is to start with a calculated hessian and follow a Quasi Newton Raphson (QNR) step [15], either in user-defined internal coordinates or in redundant coordinates. For very large systems, the use of a tabulated hessian transformed into the redundant coordinates and the use of a QNR method is most of the time the best compromise.

     The definition of a reaction coordinate is somewhat more fuzzy because it can be made either in the framework of quantum chemistry or in that of general chemistry or biochemistry.   

    For a quantum chemist, the reaction coordinate is the set of geometries corresponding to all the points on the line defined above, i.e. the line made of the two paths connecting the TS to its two related minima. Obviously, only few points, i.e. few geometries, are determined on these paths. Thus, the first step in the definition of the reaction coordinate is the localization of the TS. All these geometries are characterized by their coordinates {Qi}(p), p numbering the point of the path. The Qi are also called the degrees of freedom (DoF) of the system. The conceptual difficulty with the reaction coordinate is that there does not exist any simple expression with the {Qi}(p), it can only be written a general expression of the form

                                                S = f({Qi(p)})                                                                  (5)

which means that the reaction coordinate S is a function of the points p via their coordinates Qi. Happily, in many cases, only a few coordinates present large variations along the reaction coordinate which can thus easily be imagined and represented by the user.

     For the organic chemist or biochemist, the concept of reaction coordinated is not necessarily so precise. They usually imagine a pre-defined coordinate, involving one or two internal coordinates or DoF, that the system will follow. In practise, these chosen DoF are fixed at certain values along the deformation path and all the other DoF are optimized. On this a priori chosen path for which the energy is calculated, the transition point determining the activation barrier is the highest energy point. Usually, such a point is not a stationary point and it is de facto higher than the nearest TS. Nevertheless, this method has the advantage that the first step is not the search of a TS and that a simple deformation path can be followed to model the reaction path. This can give good ideas of where the real TS is and provide qualitative results as to the energy barrier.     

     When the molecular system is large, the calculation of the hessian necessary to converge to a TS is impossible, thus a smaller model is created for which a TS search is possible. In such models, the environment is modelled by separate small entities in non-covalent interaction with one another. For the reacting ones, this is not a problem because the nature of the TS conditions their relative position. As to the others, their optimal positions in the TS and in the minima are generally not related with what should be found in the whole system. This is due to the loss of the covalent contraints with the rest of the system and the too large freedom of these separate entities. To mimick the situation inside the whole system, it is sometimes chosen to work with the relative position of the separate entities constrained to be fixed. However, without the rest of the environment, such constrained optimization do not lead to stationary points, thus the number of negative eigenvalues of the hessian is not defined, and the energy of the constraint may be very different for the three points meant to represent the two minima and the TS. Thus, in such constrained optimizations, the energies obtained must be viewed as very qualitative.

     Nowadays, to handle such large systems, a very interesting approach is used: the so-called mixed QM/MM models, where the reactive center is modelled at the quantum mechanics level (QM) and the environment is modelled by the classical mechanics formalism through the use of the molecular mechanics (MM) force fields. The quality of the QM/MM approach has been extensively tested by Gherman et al. [16] on a variety of problems, comparing the QM/MM results with both all QM and experimental ones. They can assess that the difference between QM/MM and QM is of the order of 1-2 kcal/mol. Molecular mechanics is a very useful tool to optimize the geometry of huge systems (several thousands of atoms) but is only meant to find local minima. The PES is modelled by very simple functions of the nuclear coordinates constituting the force field. For instance, the deformation of bond lengths can be modelled by a harmonic function:

                                U(R-R0) = (½) k (R-R0)2 

k and R0 being parameters defined according to the nature of the atoms involved. These parameters are tabulated and constitute what is called the force field. The different existing force fields have been parametrized for chemical families. For instance, the AMBER [17] and CHARMM [18] force fields are parametrized for peptides, nucleic acids and carbohydrates. Since the MM describes the nuclear motions only, through a parametrized force field, and it cannot describe any electronic change or rearrangement, i.e. any chemical reaction whith bond breaking and bond formation. 

       The mixed approach that will be used in one illustration below is called ONIOM [19] and is implemented in the GAUSSIAN program. It implies two or three different calculation levels related with two or three regions of the whole system studied. Chart 1 illustrates the idea of the method. The smaller system S1 which is the center of the study is considered at the highest calculation level. Its direct environment S2 is concerned by the intermediate calculation level. The rest of the whole system S3 is related with the lowest calculation level. The advantage of the method is that the three calculation levels can be chosen to be all quantum or not. Moreover, only two regions can be considered instead of three. In GAUSSIAN 98 [12a] the electrostatic properties of the MM region were not taken into account in the QM region, i.e., the so-called electronic embedding was not considered. In GAUSSIAN 03 [12b], this feature has been implemented.                                       

III. The mechanistic models and the literature.

     The review of the literature on the subject will be limited to some examples and is not aimed at being exhaustive. The chosen citations are intended to enlight the difficulty of the task and the variability of the approaches. Moreover, the details of the calculations in the different studies are not mentioned here.

     Though there are many studies based on molecular dynamics, either used alone [20,21] or in conjunction with QM/MM calcutations [22-24] but not analyzing the reaction mechanism, we will only focus on studies on the enzymatic reactions based on QM and QM/MM. 

     The basic line of the reaction pathway leading to the inactivation of -lactam antibiotics by serine -lactamases (classes A, C and D) is commonly accepted as a very simple two-stage reaction, from the so-called Michaelis-Menten complex to an acylenzyme, and from the acylenzyme to the open -lactam and the regenerated enzyme. The first stage is the acylation and the second stage the deacylation. However, the widespread agreement stops there. For instance, two different hypotheses are considered to describe both reactions: they are either described as a one-step concerted process [25-28] or as a two-step process involving a so-called tetrahedral intermediate (TI) [28-31]. Several models as to how the acylation proceeds have been published [25-34], the deacylation having been somewhat less studied [16,35-37] since it was initially considered as a very similar reaction, with a water molecule acting as the nucleophile instead of the catalytic serine. Nevertheless, due to the substantial difference in deacylation rates for acyl-enzyme intermediates in penicillin-binding proteins (PBP) and -lactamases, this step is becoming more investigated in the last couple of years. The two reactions are supposed to occur with the help of some residues in the active site that could "activate" the nucleophile (serine or water) (base catalyst) or protonate  the leaving group (acid catalyst) [30,34,38]. The chemically and spatially highly conserved motifs in the active site have long been emphasized but their role goes on being under debate. For instance, it is very often supposed that the catalysis is of basic type and the so-called general base (GB) in class A -lactamases is considered to be either a neutral Lys73 [29] or a water molecule assisted by the anionic Glu166 [31,35,36]. Thus, in the first case, a debate rose as to the pK of this lysine since normally it should be protonated. This is indeed what is suggested from either experimental results [39,40] or theoretical calculations [41,42]. The search of the general base is also largely debated in class C -lactamases where the Tyr150 (Tyr of the second motif YSN) is often modelled as a tyrosinate [16,37] activating the nucleophilic serine. However, this hypothesis seems to have become less likely recently by the experimental evidence of the presence of a hydrogen on this tyrosine [43]. It remains that the properties of an alcohol are not the same as those of a phenol.

     A point that we would like to emphasize here concerns the constraints introduced in the geometry optimizations of the models. Some authors argue that a model  cannot reflect all the constraints existing in the whole system and thus choose to restore them by forbiding some nuclei to move, freezing them at their crystallographic positions for instance. Or in other cases, a priori reaction coodinates are chosen within a partially constrained model, like for instance allowing one proton to move between two heavy atoms the distance of which is frozen. This could seem apparently reasonable at first sight but this may lead to erroneous conclusions, like generating an energy barrier for the proton transfer that would not exist if the optimization was unrestrained. In our point of view, a constrained optimization should always be performed in parallel with the unconstrained one for comparison. It should not be forgotten that even if the whole system imposes constraints on the active site, it is also rather mobile and a complete freezing of some points does not finally seem reasonable. Moreover, due to the coupling between the nuclear coordinates, the fact of freezing some of them might have an incidence on the gradient and the hessian elements involving free coordinates coupled with the frozen ones and thus have an effect on the geometry and thus on the energy.

     In the following, we will concentrate on the acylation reaction. Two recent reviews on the subject have been written Hermann et al. [31] and López et al. [34]. This matter can be tackled from several points of view, two of which are presented hereafter.

     The first one deals with the intrinsic reactivity of the -lactam ring and a detailed study of its opening upon the action of several nucleophiles has been considered [32-34]. The list of nucleophiles usually considered is mainly the following: OH, H2O, CH3OH, RNH2. Moreover, the nucleophiles can be supported by a partner, H2O or CH3OH for instance. 

     The second point of view concerns the event sequence in the acylation. It can be considered as a two-step event [27-31] passing by a intermediate minimum called the tetrahedral intermediate TI and by one or two transition states (TS), or as a one-step concerted process [25-28] passing by only one TS. Depending on this choice, it might be that the influence of the environmental residues can be found to be different. This is particularly true as to the so-called general base (GB). The two reaction schemes are presented in Figure 1.

     The two-step propositions are mainly considering the base-type catalysis and the key factor is thus the determination of the GB that must activate the nucleophilic serine. For Wladkowski et al. [29], the GB is the neutral K73 that abstracts the S70 proton and reaches a transition state (TS1 in Figure 1) around 23 kcal/mol above the energy level of the reactants. The activated S70 attacks the -lactam carbonyl carbon leading to the TI at 19 kcal/mol. The protonated K73 gives back its proton to S130 (ResOH in Figure 1) which transfers its own to the -lactam nitrogen concommitant opening of the ring. The second transition state, TS2, lies around 24 kcal/mol and the acylenzyme is much more stable than the reactants, at –19 kcal/mol. At a purely energetic point of view, the authors found that the oxyanion hole stabilizers had an influence only on the TI energy, not on the TS ones. Without oxyanion hole stabilizer, the energy of the TI was around 25 kcal/mol, i.e. very close to the TS levels. Let us point out that the geometry optimizations were performed under the constraint that some backbone nuclei remain at their crystallographic positions. This role of a neutral K73 is questionable. On the basis of QM/MM energy calculations on snapshots chosen from a MD study on a complexe between TEM-1 and benzylpenicillin [22], the ionic pair [K73H+E166] is preferred to the non ionic [K73–E166H]. Moreover, some experimental studies tend to show that K73 is protonated [39,40] as well as theoretical determination of the K73 pKa (~10) by continuum electrostatic calculations [41,42].

     Hermann et al. [31] studied the acylation process at the QM/MM level by scanning the energy landscape according to two coordinates meant to represent the hypothetical path from the reactants to the acylenzyme and vice versa. As a matter of fact, they generated their potential energy surface PES in a backward and a forward direction to check the results. Their hypothesis about the GB considered that the S70 should be activated by a water molecule assisted by the glutamate E166, K73 being in its protonated state. The activated S70 attacks the  carbonyl carbon of the -lactam to form the TI and a neutral water-E166H pair. Then the protonated K73 gives one proton to S130 which gives its own to the -lactam nitrogen while the four-membered ring opens. The proton transfer from E166H to the neutral K73 seems to occur spontaneously, i.e. without any energy barrier. The points that the authors called transition states were not defined as usual in quantum chemistry, through the number of imaginary frequencies at a stationary point, but are taken as the highest energy point on the path connecting the reactants to the TI, or the TI to the acylenzyme. These transition states are probably not stationary points. They obtained only one TS higher in energy than the reactants, the first one, associated with an activation barrier of about 9 kcal/mol. The second TS was found 7 kcal/mol higher than the TI but 8.5 kcal/mol lower than the reactants. The acylenzyme is found 30 kcal/mol lower than the reactants.

     In the work by Meroueh et al. [30], the strategy is also based on a 2D scan of the PES at the QM/MM level, leading to the TI starting from the Michaelis complex with either a zwitterionic pair (K73H+  E166] or a non zwitterionic one [K73E166H], i.e. considering that the GB is either a water molecule assisted by E166 or the neutral K73. The energy barrier for passing from a zwitterionic to a non zwitterionic pair K73-E166 is equal to 5 kcal/mol geometry, the former being 4 kcal/mol higher in energy than the latter. The influence of the size of the QM region is investigated. The energy barrier for passing from the reactants to the TI is 26 kcal/mol if water-E166 is the GB and 22 kcal/mol if K73 is the GB. The TI does not seem to be a stationary point, just as the TS on these PES. A MD study shows that the TI is subject to conformational changes that position the pair K73HS130 for a proton transfer to the -lactam nitrogen. This new entity collapses without energy barrier to the acylenzyme, the protonated K73 giving its proton to S130 which gives its own to the -lactam nitrogen, with the concommitant ring opening. This final process is highly exothermic, by approximately 40 kcal/mol. The authors also performed an analysis of the acid catalysis mechanism where the first step is the protonation of the -lactam nitrogen by the pair S130-K234 leading to a N-protonated Michaelis complex which lies 22 kcal/mol higher than the reactants. This complex is then attacked by the S70 assisted by the water-E166pair with the opening of the four-membered ring and the formation of the acylenzyme. The energy barrier for the first step is 29 kcal/mol while for the second it amounts to 12 kcal/mol by reference to the N-protonated Michaelis complex, i.e., 34 kcal/mol by reference to the reactants. Thus, the acid catalyzed reaction is not favorable compared with the base catalyzed one. Nevertheless, it seems that none of the so-called transition states are optimized stationary points and the reaction paths proposed are based on a priori chosen coordinates which may not reflect the effectively followed reaction paths.

     In the work by Fujii et al. [35] on the deacylation process, the enzymatic reaction is anticipated to be a substrate-assisted catalysis (SAC) since the carboxylate group on the thiazolidine ring of benzylpenicillin was supposed to play a role in the first step leading to the activation of the water-E166 to attack the carbonyl of the acylenzyme ester. Their study relied upon QM calculations involving a Onsager continuum solvent model [44], i.e., involving no explicit water molecules, and their geometry optimizations used constraints upon some nuclei positions. This Onsager continuum model considers that the solute lies in a spherical cavity surrounded by a continuum solvent medium characterized by its relative dielectric constant , and the solvent response to the solute electric field is proportional to the dipole moment of the latter. The deacylation proceeded in four steps, the highest constrained TS being at about 30 kcal/mol above the reactant acylenzyme energy.

     This idea of a SAC  is also found in the article of Díaz et al. [27] in their two-step mechanism for the acylation process of TEM1 by benzylpenicillin (BZ). Moreover, these authors compare the two-step mechanism with a one-step concerted one, already proposed in the literature [25,26]: a S70 nucleophilic attack with simultaneous opening of the -lactam ring and proton transfer from the S130 hydroxyl group to the ring nitrogen. The authors also performed calculations on the hydrolysis of the 2-formamide acetate and the methanolysis of 3-carboxy penam. They incorporated solvent effects through a continuum model, i.e., with no explicit water molecules. Their optimizations on TEM1-BZ were constrained. In the gas phase, the SAC is preferred for both the amide hydrolysis and the penam methanolysis. However, the solvent effect reverses the trend since the one-step concerted mechanism becomes more favorable in the studied case of the penam methanolysis. In the whole system TEM1-BZ, the favored path is the carboxyl-assisted mechanism, even if the effect of the environment stabilizes preferentially the one-step mechanism. 

     Wolfe et al. [25] considered gas phase one-step concerted neutral hydrolysis and methanolysis of monocyclic and bicyclic azetidinones, two of which were penams and one of which was bearing a carboxylate group.They considered four-centered TS with either N-protonated or O-protonated conformation (Scheme 1). They also analyzed the catalytic effect of a supplementary water molecule on the reaction. In every case, the N-protonated conformation was lower in energy than the O-protonated one. The presence of a supplementary water molecule considerably lowers ( ~10 kcal/mol) the activation barriers.

     Dive and Dehareng [26] also considered gas phase one-step concerted reactions with several combinations of the hydroxyl nucleophile and proton donor, the latter being equivalent to the catalytic water of Wolfe et al.. One monocyclic and five bicyclic azetidinones were studied (four penams and one cephem). The carboxylic head was considered neutral because the stabilizing protein environment was not considered. The different choices of the pair (nucleophile-proton donor) did or did not include one possible oxyanion hole stabilizer. The energy stabilization due to the oxyanion hole stabilizer was found around 4 kcal/mol. It was also pointed out that the conformations of the benzylpenicillin thiazolidine ring, noted PIPCIL and BZPENK, present different reactivities, and that the penams are more reactive than the cephem. It was also found that the geometry of the TS structures fitted very easily into the active site cavity of TEM1, the two serine S70, S130 and the lysine K73 being already well positionned to accomodate the TS.

     The intrinsic reactivity of -lactams was studied by Frau et al. [32] through the nucleophilic attach of the hydroxide anion OH. The charge of the nucleophile produced either a C-H or a N-H bond breaking to produce water and a negatively charged -lactam. This observation compelled the authors to freeze the C-H or N-H breaking bond during the OH attack, and resulted in an artificial low energy conformer in the 2D energy profile, followed by slightly higher energy structure. Anyway, these two conformations lied lower in energy than the reactants and the nucleophilic attack proceeded without energy barrier.

     Massova and Kollman [33] present a detailed study of the hydrolysis/methanolysis of a variety of amides and -lactams in order to evaluate the effect of ring strain, substituents and loss of amide resonance on the selected -lactams. The G/E were evaluated between reaction intermediates, not between TS. The reaction pathways are studied in the gas phase and in solution through the polarizable continuum model (PCM) [45]. In this continuum model, the solvent is still represented by its dielectric constant but the shape of the solute cavity is defined by the van der Waals radii of the solute nuclei and the solvent response to the electric field of the solute is considered through a charge density on the cavity surface. The first step of the acylation reaction is the formation of the TI and the second step is the acid catalyzed opening of the -lactam ring. The first step has a positive G which is considered by the authors as the barrier height. Going from an amide to a -lactam produces an activation energy decrease in solution of about 3.5-4.2 kcal/mol and the inclusion of a second ring brings another energy decrease of 1.6-8.8 kcal/mol. These authors also found that hydroxide attack in the gas phase was occurring without any energy barrier. The second step is found to be very exothermic with negative G. The free energy of the complete acylation reaction is correlated with the barrier height for the first step. They also found that the length of the -lactam C=O bond correlates with its hydrolytic stability.

     López et al. [34] present a review of theoretical studies about -lactam ring openings through hydrolysis, alcoholysis, aminolysis and ozonolysis, in gas phase as well as in solution. They conclude that this subject is a well understood process and that the intrinsic reactivity of new -lactam compounds against hydroxyl/alcohol/amine nucleophiles can be routinely accessed using standard computational tools.

      To conclude this section, we would like to stress that we agree with López et al. [34] as to the intrinsic reactivity studies and knowledge about -lactam ring opening. However, as illustrated hereabove from the few chosen examples, this is not true about the acylation, or deacylation, process studies. All the investigations present different hypotheses and different ways to approach them. Anyway, two common characteristics arise from the diversity of the analyses. First, it appears that, in the two-step approach, the general base should be the pair water-E166 and that K73 should be protonated. Secondly, the acylenzyme formation is very exothermic. Beyond that, it seems that the investigation field is still open to debate.

IV. Illustrations on the use of QM and/or QM/MM in the investigation of the enzymatic reactions

     What is obvious from the preceding brief discussion of a few articles on the subject is that the answers obtained are intimately linked with the hypotheses proposed and that they are to be considered as essentially qualitative. This does not alter the great help that theoretical models can provide. As illustrations of this qualitative characteristics and the nevertheless usefulness of the tool, we present two types of studies at the QM or QM/MM level. The first one relates to a comparison of the intrinsic reactivity of one amide, one ester and three -lactams at the QM level. The second one concerns the protonation state of the lysines involved in the active site, at the QM/MM level.

IV.1. Intrinsic reactivity of an amide, an ester and -lactams: the nucleophilic attck by OH.
      The attack of OH produces a TI without any energy barrier and its formation energy Ef is calculated as the energy of the TI substracted by the sum of the energy of the reactants. The path going from the TI to the final ester passes by a TS. The activation energy Eact is calculated as the energy of the TS minus that of the TI. The three stationary points calculated in the present comparison are the initial minimum corresponding to the reactants, the TI and the TS. The -lactams considered are one monobactam, the azetidin-2-one, and three -lactams with thiazolidine fused rings in their two conformations noted BZPK and PIPC. The reactants are presented in Scheme 2. The results are gathered in Table 1.

     Including the electronic correlation at the DFT level has a small effect on the TI formation energy Ef but a large one of the activation energy Eact: the activation energy decreases significantly (by respectively 22.32 and 37.42 kJ/mol for Reac3/6-31+G* and Reac1/6-31+G).

     On the contrary, the effect of the basis set seems more important on the  Ef than on the Eact, at least on the absolute energy values, but the relative value variations can be very large for Eact too (65-70% for Reac5/PIPC-BZPK). 

     There does not seem to be a systematic effect of the basis set on the scissile C-X (X=O,N) bond length (Table 2), some of them increasing and others decreasing. Nevertheless, the minima appear to be less affected and, strangely, Reac4(BZPK)-TI and Reac5(BZPK)-TI. On the contrary, taking the electronic correlation into account systematically makes the scissile bond length increase.

     Thus the energies and geometries can change significantly according to the calculation level. However, the qualitative trends are constant as illustrated below by three characteristics.

     The first one concerns the motion associated with the imaginary frequency of all the TS. No matter the calculation level, it always corresponds to the bond breaking. However, for the smaller systems (ester, linear amide and monobactam) it also involves the nitrogen protonation by the hydroxyl group (Scheme 3).

     The two other characteristics are related to the intrinsic reactivity of the reactants ReacI, first on the basis of the TI formation and secondly on the TS formation.

     The attack by OH checks the easiness with which the TI can be formed: the more negative the TI formation energy Ef, the more easily the TI is formed, i.e., the larger the intrinsic reactivity of the reactant. A classification of this easiness is presented in Table 3. Whatever the calculation level, the classification is the same, except the inversion Reac5-BZPK//PIPC but the  energetic differences (0.52 and 1.48) are too small to be significant. It also appears that the two conformations BZPK and PIPC present the same reactivity upon the hydroxide  attack.

     Once the TI is formed, the studied reaction model is not completed. There is still a bond to be broken. The easiness of this reaction is monitored by the activation energy Eact related to the TS formation: the lower the Eact, the more easily the bond is broken. The classification is presented in Table 4. The group Reac1-Reac3 is well separated from Reac4 and Reac5 and is ordered in the same way as what is found with Ef. The difference appears for Reac5 and Reac4 which turn to be very similar according to the Eact, which was not the case according to the Ef. The ordering of these four reactants being variable as a function of the basis set used, the only conclusion that can be drawn is that they present very similar reactivities as to the C-N bond breaking.

     As a conclusion, one can say that the study of intrinsic reactivity through the hydroxide attack remains a qualitative tool that is very useful as a first step in a classification because it provides significant results in a short amount of time. It can be performed as a routine technique.

IV.2. The protonation energies of the two active-site lysines in serine -lactamases

     The coordinates of the three chosen -lactamases TEM1, P99 and OXA10 were taken from the Protein Data Bank [46]. No solvent molecules were added to the systems and thus, the side chains of all the Asp, Glu and Lys were considered in their neutralized forms and only the lysines of the two conserved motifs SxxK and KTG were concerned by the protonation process, except for TEM1 where the proximate Glu166 (E166) was also taken into account. All the Arg were taken in their very stable protonated state. For each enzyme, four combinations of Lys protonation states were studied and noted as [SxxK0, K0TG], [SxxKH+, K0TG], [SxxK0, KH+TG], [SxxKH+, KH+TG], considering moreover the E166 in its neutral or anionic states. Thus, sixteen structures were optimized at the molecular mechanics (MM) level using the Amber force field [17]. The dielectric constant was chosen equal to 2 and the convergence test was the maximum force for which the threshold was 0.5 kcal mol1 Å–1. The program used was Discover [47]. For every optimized molecule, a hybrid quantum mechanics/molecular mechanics (QM/MM) calculation is performed using the ONIOM method [19] of the GAUSSIAN 98 [12a] program. The high calculation level was the restricted Hartree-Fock (RHF) level using the 6-31G basis set. The intermediate calculation level was the semiempirical AM1 [5]. The low calculation level was the MM UFF one [48]. 

The high and intermediate level regions S1 and S2 are defined in Table 5.

The protonation energies are calculated as the differences between the total energies for the different structures defined as follows.

E1 = E(SxxKH+,K0TG) – E(SxxK0,K0TG)

  E2 = E(SxxK0,KH+TG) – E(SxxK0,K0TG)

  E3 = E(SxxKH+,KH+TG) – E(SxxK0,KH+TG)

  E4 = E(SxxKH+,KH+TG) – E(SxxKH+,K0TG)

E1 corresponds to the protonation energy of the SxxK lysine in an environment where the KTG lysine is in its neutral form, E2 relates to the protonation energy of the KTG lysine in an environment where the SxxK lysine is in its neutral form, E3 is the protonation energy of the SxxK lysine in an environment where the KTG lysine is in its protonated form, E4 corresponds to the protonation energy of the KTG lysine in an environment where the SxxK lysine is in its protonated form. For TEM1, these four results are considered for both neutral and anionic forms of respectively E166. The results are presented in Table 6.

The penalty on the protonation energy of one lysine due to the protonation of the neighbouring one is respectively about 10 kJ/mol, 90 kJ/mol, 500 kJ/mol, 670 kJ/mol for TEM1(E166neut), TEM1(E166 –1), P99 and OXA10 respectively. For P99 and OXA10, the presence of one charged lysine largely decrease the proton affinity or the basicity of the second lysine. For TEM1, the two lysines behave rather independently as to their protonation tendency. Moreover, when E166 is negatively charged, it appears that the second lysine is slightly more easily protonated when the first one, whatever it may be, is already protonated itself. This result may come from the fact that the geometries are not the same and have been optimized for each structure. Nevertheless, the two results 10 and -90 kJ/mol are much smaller than those concerning P99 and OXA10. Following the conclusions of the experimental [39,40] and theoretical [41,42] works concerning the protonation state of K73 in TEM1, we will consider that both TEM1 lysines are protonated in this case.

      As to the protonation trend related with the environment, the comparison of E1 with E2 or E3 with E4 reveals that the two lysines are protonated as easily to in all the -lactamases.

      As far as the value of the first protonation energy is concerned (see the largest absolute value of E1 or E2), all the lysines appear to present a similar basicity. On the basis of the present results, it is not possible to decide which lysine should be the protonated one. It probably also depends on the interaction with the substrate. On the basis that the two TEM1 lysines are protonated and that E1 and E2, or E3 and E4, are of the same order of magnitude for all -lactamases, we could make the hypothesis that, for P99 and OXA10, at least one lysine is protonated. In P99, the second one may or may not be protonated but in OXA10, it is most probable that it will not be. This can be put in relation with the different crystallographic structures obtained for OXA10. Though some of them (for instance 1E3U) do not present any peculiarity, the most recent ones (1K4F, 1K56) show a carboxylated Lys70 for two pH values. The reactivity of this lysine could be related with the fact that, in the crystallization conditions, it was not in its protonated form.

      All these results lead to think that the lysines could have different roles in these enzymes, in relation with their protonation state. The conservation of these residues do not necessarily mean the conservation of their role in the reaction mechanism or even the conservation of the reaction mechanism itself.

V. Conclusions

     From the above exposure of both the literature and our personal results, it appears that the QM tool is obviously useful to help at building models and test them. In the particular case of biochemical reactivity, this technique must be used as a qualitative help since the general trends are well reproduced. It has already proven very useful in predicting relative intrinsic reactivities of compounds. However, this tool cannot provide a quantitative answer to a macroscopic problem like, for instance, that of the acylation or deacylation kinetic models in -lactamases. As a matter of fact, the results depend namely on the chosen model, on the constraints of the model, the protonation state of the active site.

     The future of the method lies in the mixed approaches like the QM/MM ones where the whole system, including the solvent molecules, is taken into account. This could at least allow the user to get rid of many of the constraints and to consider one important point that constitutes the conformational adaptability of the molecular ensemble, with or without a ligand in the active site. Nevertheless, the choice of a model of the concerned chemical reaction will remain a key component independently of the quality of the QM tool itself.

Appendix
From the Schödinger’s equation to the Hartree-Fock-Roothaan-Hall framework: approximations

System with N nuclei, n electrons.

1. Separation of the nuclear and electronic motions: the Born-Oppenheimer approximation

H(p,q)  (q) = E (q)            to                Hel(pel,qel,QN)  el(qel,QN) = Eel(QN)  el(qel,QN)

2. The building blocks of el(qel,QN).

2.1. Hartree: the independent electron model, the orbitals and the spinorbitals.

el(qel,QN) ( (1(q1el,QN) (2(q2el,QN) (3(q3el,QN) … (n(qnel,QN)   

2.2. Fock: coupled equations to which the (i(qiel,QN) obey.

2.3. el(qel,QN) must obey the antisymmetry principle for the electrons 

              =>  Slater determinant

el(qel,QN) ( D[(1(q1el,QN)1, (2(q2el,QN)2, (3(q3el,QN)3 … (n(qnel,QN)n]   

              i being the spin function of the ith electron.

3. The building blocks of the (i(qiel,QN): the basis set.

LCAO:   (i(qiel,QN) ( 
[image: image8.wmf]å

nf

a

c,i(QN) (qiel  QN), nf being the number of basis functions

(qiel  QN) 

4. The basis functions are replaced by gaussian basis functions.
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	Table 1: Energy differences Ef(kJ/mol) between the stationary points TI,TS and the sum of the reactant [ReacI+OH] energies. For the TS, the activation energies Eact by reference to the TI are shown in parentheses. The reactants are presented in Scheme 2.

	Reactant-stationary point
	Ef[RHF/

6-31+G]

(Eact)
	Ef[RHF/

6-31+G*]

(Eact)
	Ef[B3LYP/

6-31+G]

(Eact)
	Ef[B3LYP/

6-31+G*]

(Eact)

	Reac1-TI
	-62.19
	-80.48
	-67.04
	-84.94

	Reac1-TS
	62.83 (125.02)
	 19.78 (100.26)
	20.56 (87.60)
	-11.38 (73.56)

	Reac2-TI
	-116.60
	-113.00
	-118.92
	-120.39

	Reac2-TS
	-69.55 (47.05)
	-66.76 (46.24)
	-98.96 (19.96)
	-99.77 (20.62)

	Reac3-TI
	-84.45
	-102.93
	-83.32
	-105.81

	Reac3-TS
	-23.70 (60.75)
	-49.38 (53.55)
	-50.23 (33.09)
	-74.58 (31.23)

	Reac4(BZPK)-TI
	ND
	ND
	-127.44
	-136.26

	Reac4(BZPK)-TS
	ND
	ND
	-123.08 (4.36)
	-132.78 (3.48)

	Reac4(PIPC)-TI
	ND
	ND
	-125.72
	-136.10

	Reac4(PIPC)-TS
	ND
	ND
	-117.11 (8.61)
	-131.23 (4.87)

	Reac5(BZPK)-TI
	ND
	ND
	-152.37
	-159.36

	Reac5(BZPK)-TS
	ND
	ND
	-151.52 (0.85)
	-159.11 (0.25)

	Reac5(PIPC)-TI
	ND
	ND
	-151.85
	-160.84

	Reac5(PIPC)-TS
	ND
	ND
	-143.24 (8.61)
	-157.76 (3.08)


ND: not determined

	Table 2: Scissile C-X (X=N,O) bond length (Å) for the reactant minimum, TI and TS stationary point geometries, obtained at four calculation levels. The reactants are presented in Scheme 2.  ND = not determined.

	Reactant-stationary point
	RHF/6-31+G
	RHF/6-31+G*
	B3LYP/6-31+G
	B3LYP/6-31+G*

	Reac1-min
	1.350
	1.350
	1.368
	1.366

	Reac1-TI
	1.467
	1.482
	1.485
	1.507

	Reac1-TS
	2.194
	2.147
	2.220
	2.272

	Reac2-min
	1.345
	1.325
	1.378
	1.354

	Reac2-TI
	1.462
	1.448
	1.532
	1.507

	Reac2-TS
	1.995
	1.891
	2.164
	2.053

	Reac3-min
	1.364
	1.356
	1.383
	1.375

	Reac3-TI
	1.505
	1.509
	1.552
	1.554

	Reac3-TS
	1.994
	1.964
	2.078
	2.057

	Reac4(BZPK)-min
	ND
	ND
	1.405
	1.399

	Reac4(BZPK)-TI
	ND
	ND
	1.639
	1.638

	Reac4(BZPK)-TS
	ND
	ND
	1.874
	1.850

	Reac4(PIPC)-min
	ND
	ND
	1.403
	1.398

	Reac4(PIPC)-TI
	ND
	ND
	1.681
	1.685

	Reac4(PIPC)-TS
	ND
	ND
	2.065
	2.023

	Reac5(BZPK)-min
	ND
	ND
	1.407
	1.401

	Reac5(BZPK)-TI
	ND
	ND
	1.674
	1.676

	Reac5(BZPK)-TS
	ND
	ND
	1.816
	1.767

	Reac5(PIPC)-min
	ND
	ND
	1.405
	1.399

	Reac5(PIPC)-TI
	ND
	ND
	1.684
	1.701

	Reac5(PIPC)-TS
	ND
	ND
	2.121
	2.010


	Table 3: Intrinsic reactivity classification of the reactants ReacI (Scheme 2), based on the TI energy formation Ef taken from Table 1. Each column begins by the most reactive species with the Ef (kJ/mol) in parentheses.

	
	RHF/6-31+G
	RHF/6-31+G*
	B3LYP/6-31+G
	B3LYP/6-31+G*

	Most reactive
	Reac2 (0.0)
	Reac2 (0.0)
	Reac5-BZPK (0.0)
	Reac5-PIPC (0.0)

	
	Reac3 (32.15)
	Reac3 (10.07)
	Reac5-PIPC (0.52)
	Reac5-BZPK (1.48)

	
	Reac1 (54.41)
	Reac1 (32.52)
	Reac4-BZPK (24.93)
	Reac4-BZPK (24.58)

	
	
	
	Reac4-PIPC (26.65)
	Reac4-PIPC (24.74)

	
	
	
	Reac2 (33.45)
	Reac2 (40.45)

	
	
	
	Reac3 (69.05)
	Reac3 (55.03)

	Least reactive
	
	
	Reac1 (85.33)
	Reac1 (75.90)


	Table 4: Intrinsic reactivity classification of the reactants ReacI (Scheme 2), based on the TS activation energy Eact taken from Table 1. Each column begins by the most reactive species with the Eact (kJ/mol) in parentheses.

	
	RHF/6-31+G
	RHF/6-31+G*
	B3LYP/6-31+G
	B3LYP/6-31+G*

	Most reactive
	Reac2 (0.0)
	Reac2 (0.0)
	Reac5-BZPK (0.0)
	Reac5-BZPK (0.0)

	
	Reac3 (13.70)
	Reac3 (7.31)
	Reac4-BZPK (3.51)
	Reac5-PIPC (2.83)

	
	Reac1 (77.97)
	Reac1 (54.02)
	Reac5-PIPC (7.76)
	Reac4-BZPK (3.23)

	
	
	
	Reac4-PIPC (7.76)
	Reac4-PIPC (4.62)

	
	
	
	Reac2 (19.11)
	Reac2 (20.37)

	
	
	
	Reac3 (32.24)
	Reac3 (30.98)

	Least reactive
	
	
	Reac1 (86.75)
	Reac1 (73.31)


	Table 5 : S1 and S2 definition. Entire residues are considered except when mentionned by sch meaning that only the side chain is chosen, or bb meaning that only the backbone is considered. S3 is the rest of the whole enzyme. 

	
	TEM1
	P99
	OXA10

	S1
	K73(sch), K234(sch),
E166 (sch)
	K67(sch), K318(sch)
	K70(sch), K205(sch)

	S2
	S70, K73(bb), I127(sch), 
S130-N132, A135, K234(bb).
	S64, K67(bb), Y112(sch), 
Y150-N152, I155(sch), G270, K318(bb)
	S67, K70(bb), I112(sch), 
S115-V117, F120(sch), K205(bb)


	Table 6 : Protonation energies of the SxxK and KTG lysines calculated with the ONIOM method. 

	
	E1(kJ/mol)
	E2(kJ/mol)
	E3(kJ/mol)
	E4(kJ/mol)

	TEM1(E166 neut)
	-994
	-1317
	-985
	-1307

	TEM1(E166 –1)
	-1429
	-1299
	-1514
	-1384

	P99
	-1572
	-1549
	-1071
	-1048

	OXA10
	-1304
	-1302
	-631
	-629
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Figure 1: Schematic presentation of the two-step and one-step hypotheses for the acylation mechanism.

Scheme 1
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Scheme 2
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Scheme 3
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