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The goal of this one page abstract is to present the
following article (Joly et al., 2012).

High-dimensional supervised learning problems, e.g.
in image exploitation and bioinformatics, are more fre-
quent than ever. Tree-based ensemble methods, such
as random forests (Breiman, 2001) and extremely ran-
domized trees (Geurts et al., 2006), are effective vari-
ance reduction techniques offering in this context a
good trade-off between accuracy, computational com-
plexity, and interpretability.

The number of nodes of a tree ensemble grows as nM
(n being the size of the learning sample and M the
number of trees in the ensemble). Empirical obser-
vations show that the variance of individual trees in-
creases with the dimension p of the original feature
space used to represent the inputs of the learning prob-
lem. Hence, the number M(p) of ensemble terms yield-
ing near-optimal accuracy, which is proportional to
this variance, also increases with p. The net result is
that the space complexity of these tree-based ensem-
ble methods will grow as nM(p), which may jeopar-
dize their practicality in large scale problems, or when
memory is limited.

While pruning of single tree models is a standard ap-
proach, less work has been devoted to pruning ensem-
bles of trees. To further investigate the feasibility of
reducing the space complexity of tree-based ensem-
ble models, we consider the following experiment: (i)
build an ensemble of trees; (ii) apply to this ensemble a
‘compression step’ by reformulating the tree-ensemble
based model as a linear model in terms of node in-
dicator functions and by using an L1-norm regular-
ization approach - à la Lasso (Tibshirani, 1996) - to
select a minimal subset of these indicator functions
while maintaining predictive accuracy.

We propose an algorithmic framework and an empir-
ical investigation of this idea, based on three comple-
mentary datasets, and we show that indeed it is pos-
sible to so compress significantly tree-based ensemble
models, both in regression and in classification prob-
lems. We also observe that the compression rate and
the accuracy of the compressed models further increase
with the ensemble size M , even beyond the number
M(p) of terms required to ensure convergence of the
variance reduction effect.
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