Solving the m-TSP Problem with Stochastic or Time Dependent Demands

by

F. Louveaux (University of Namur, Belgium) and Michaël Schyns (University of Namur, Belgium)

Abstract

There are many examples of problems in transportation where some elements are uncertain. In the distribution of goods as well as systems responding to calls for emergency, demands typically occur in a random fashion. Transportation systems have thus to be created in face of uncertainty about future levels of demands, making strategic decisions difficult to take. Similarly, traffic conditions vary randomly over time and travel routes are usually designed in face of uncertainty about traffic conditions, hence about effective travel times. Stochastic models, i.e. models that take uncertainty explicitly into account, have thus a central role to play in transportation.

Even if decision makers realize the existence of uncertainty, most used decisions models are deterministic, i.e. assume all data to be known with certainty. The reason for such a choice is that stochastic models are typically more difficult to solve than the deterministic ones. The common tendency is to solve very detailed deterministic models. As perfect forecasting does not exist, real data are often different from the data used in the models. This may result in poor decisions being made.

To avoid such pitfalls, one may first advocate the use of stochastic models when uncertainty tends to play a significant role. In particular, it may be wise to solve a more simplified version of a model, but, at the same time, allow for some data to be random. (For a general presentation of stochastic programming, see Birge and Louveaux (1997)). Next, one needs more research effort in view of developing efficient solution methods of stochastic programs in transportation. Typical solution methods currently include the design of heuristics, asymptotic analysis of algorithms and some exact methods in location and routing. The present research goes into this last direction. For a recent methodological survey on stochastic routing, see Gendreau, Laporte, Séguin (1996). Other important areas of transportation where stochastic models play a significant role include airline yield management, (Brumelle and McGill, 1993), dynamic vehicle allocation problems (Frantzeskakis and Powell, 1990), the location of hazardous materials (Boffey and Karkazis, 1995) or the location of emergency units (Berman et al, 1985), to cite a few examples.

In this paper, we analyze the variations in travel (and or service) times. Following Malandraki and Daskin (1992), we observe that, in a congested urban environment, fluctuations in traffic density may cause fluctuations in travel speed that result in variations of travel times. One component is the variation due to accidents, weather conditions or any other random events. This variation is best modelled as a random travel time. This randomness may be included into all types of transportation models. In this paper, we will consider the example of the TSP. To be more precise, we will thus consider the variant of the TSP with stochastic travel time, which will be denoted by STTSP (for Stochastic Travel Time TSP). Another component of this variation, which may cause travel times to increase dramatically during rush hours, is the temporal variation that results from the hourly, daily or seasonal cycles in the average traffic volumes. This variation is typically modelled as a variable travel time and results in a Time Dependent TSP, denoted by TDTSP.

The classical m-TSP consists of finding the optimal routes for m identical vehicles, starting and leaving at the depot, such that every client is visited exactly once. There are several ways to include the effect of random or variable travel times into the model. Typically, one considers a
threshold value, say $T$, corresponding to the maximal duration of a route. One way to model uncertainty is to request that the probability of exceeding the time $T$ is low. This has been studied in Laporte et al (1989).

Here, we address the case where a penalty is paid for excess duration. The penalty may be proportional to the amount of overtime (time in excess of $T$). It may correspond for instance to extra payments to the driver, which are usually proportional to the excess duration. In other cases, the penalty is paid whenever the vehicle misses the target time $T$. The penalty is independent of the amount of overtime. One such example is considered in Laporte et al (1993), where the penalty is proportional to the value of the truckload. The (STTSP) TDTSP then consists of minimizing the cost of travelling the planned routes plus the (expected) penalty for overtime.

For the stochastic case, such an assessment belongs to the family of a priori optimization. In routing problems, a priori optimization consists in defining a planned route as well as a simple rule to cope with uncertainty. See Bertsimas et al (1990) for a description of other a priori optimization problems and their asymptotic analysis. In the present context, it means that planned routes are not reoptimized along the way. In other words, the idea is to find routes which are robust in view of their expected performance.

Earlier works that incorporate variability or stochasticity in the travel times include analysis of some heuristic solutions. The TDTSP has been studied in Malandraki and Daskin (1992). The travel time on an arc is represented by a step function, with a number of different time intervals. In each of these intervals, the travel time is constant. As an example, an arc may receive three time intervals, one for peak hours in the morning, one for normal conditions in the day and one for the peak hours in the evening. Obviously, the step function on an arc $(i,j)$ may be different from the step function on arc $(j,i)$.

In the STTSP, the travel time on an arc is described by a random variable. Laporte et al (1993) consider the case where the penalty is proportional to the truckload value. Verweij et al (2003) consider the case where the penalty is proportional to the excess duration. They discuss an implementation of the Sample Average Approximation method.

It is the purpose of this paper to study each one of these variations and to show that they can be solved through advanced implementations of the integer-L-shaped algorithm of Laporte and Louveaux (1993). In terms of the objective function, this method can handle both types of penalties (proportional or not proportional to the excess duration) and the two types of modelling (TDTSP and STTSP). It is simply required that the (expected) penalty can be computed for any given route.

For the TDTSP, this simply means considering the two directions (clockwise or anticlockwise) to compute the minimal time and the potential penalty. An interesting additional feature is that the representation of the variability in the travel time is not restricted to a piecewise constant function (such as the one used in Malandraki and Daskin (1992)). A more general function can be used, such as a piecewise linear function. Such a representation has the advantage that, for any arc and any arrival time at a node of an arc, the departure time can be made a monotone function of the arrival time.

For the STTSP with proportional penalty, the expected penalty term depends on $E(\xi - T)^+$, where $\xi$ is the sum of travel times along the route. This calculation is standard in probability, provided the distribution of $\xi$ can be computed. This is typically the case with summable distributions such as Normal or Poisson for which analytical expressions for $E(\xi - T)^+$ are available. For the STTSP with not proportional penalty, the expected penalty term depends on $\Pr(\xi \geq T)$, which is easily computable under the same conditions. In the stochastic case, the expected penalty is independent of the direction followed.

The two additional ingredients for an efficient implementation are the development of good lower bounds on the penalty term and the development of lower bounding functionals that also hold at fractional points (see also Laporte et al (2003)). These aspects are problem dependent and are discussed in more details in the paper.
We illustrate here one example for the case with proportional penalty. Consider the STTSP with travel times following independent normal distributions. To obtain a good lower bound for the penalty term of the STTSP, we solve two auxiliary problems. The first one consists of finding the TSP with minimal expected travel time. The second one consists of finding the TSP with minimal total variance. Now consider the normal variable $\xi$ whose expectation (resp. variance) is the solution of the first (resp. second) auxiliary problem. It is easy to show that the value of $E(\xi - T^*)$ for this particular $\xi$ gives a lower bound on the expected penalty. Even if this calculation seems to be costly (solving two deterministic TSP before starting the STTSP), this approach pays in practice. Firstly, because the bound is of reasonably good quality. Second, because the various solutions obtained while finding them can be evaluated for the STTSP. Similarly, adding lower bounding functionals prove also to be efficient.

A more involved calculation is required for the m-STTSP (m-TSP with stochastic travel times). We will discuss these bounds and report on the results of numerical experiments.
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