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Abstract

This paper deals with a new version of a web-based software simulation tool MLD-STAR (Management Learning and Decision making – Simulation Tool with Anticipation and Retardation), for the numerical simulation of mathematical models of management systems. A new algorithm is presented to automatically compute the numerical values of the parameters of models to be simulated. The main idea consists in generating successive sets of values of the parameters of the model with a random number generator, and to use a selection criterion for accepting or rejecting the sets of values. This self-adapting parameters method is so based on a Darwinian process of selection. Results of simulations with such self-adapting parameters are given in using the mathematical model given in Dubois and Holmberg (2006).

1 Introduction

Multi-layered systems with delays between their different logical levels are found in many models of management systems.

Dubois and Holmberg (2006) have demonstrated that it is possible to extend such models in introducing some anticipatory factors and to simulate the behaviour of such systems by applying anticipatory modelling and computing.

Further, they have shown that longer delays tend to increase the instability of the system, with greater fluctuations as a consequence. An anticipation factor, though, may help to counteract those fluctuations.

The current solution, however, is too crude in several aspects.

First, the control parameters have to be manually set before the simulation run starts. Hence, in the case of a bad mix of parameter values the simulation may run out of control with one or more output values swiftly moving toward infinity.

In other words, once the simulation has started, there is no way to improve less well-chosen parameter values. Further, with the current user interface, a manager, who is using the tool for training purpose, will not be able to make continuous observations, reflections, and decisions during the simulation run similar to those made during real management. Hence, the purpose of this work is to correct those two main shortcomings in the current solution. This will be achieved by implementing a mechanism for self-adapting parameters and by designing a user interface, which is adapted to a manager’s view.

2 The model of the management system and the simulation algorithm

The mathematical model of the management system given in Dubois and Holmberg (2006) will be used to demonstrate the algorithm for computing the self-adapting parameters.

With retardation and anticipation, the model is given by the following differential equations:

\[
\begin{align*}
dP(t)/dt &= [cR(t - \tau_R) + eV(t) - d]P(t) \\
dR(t)/dt &= f + [bV(t) - cP(t)]R(t) \\
dV(t)/dt &= [a - bR(t) - eP(t + \tau_A)]V(t)
\end{align*}
\]

where $\tau_R$ and $\tau_A$ are the retardation and the anticipation time shifts.

The simulation tool M2-STAR implementing this model was designed and built, from the following algorithm [Dubois and Holmberg, 2006]:

\[
\begin{align*}
P(t+1) &= P(t) + dt[cP(t)R(t-\tau_R) + eP(t)V(t) - dP(t)] \\
R(t+1) &= R(t) + dt[f + bR(t)V(t) - cR(t)P(t)] \\
V(t+1) &= V(t) + dt[aV(t) - bV(t)R(t) - eV(t)P(t)] \\
&\quad - e(\text{ant})V(t)(P(t+1) - P(t)) \\
&\quad - e(\text{ant}^2)/2dt[V(t)(P(t+1) - 2P(t) + P(t-1))]
\end{align*}
\]

with the model parameters, a, b, c, d, e, f, the first and second order anticipation parameters, ant and ant^2, the retardation (delay) parameter, tau, the interval of discrete time, dt, the number of time steps, maxsteps, and with the initial conditions, V0, R0, and P0.

The purpose of this software tool was to visualise the dynamics and to test the validity of the model.
3 The simulation tool MLD-STAR

A new user interface was designed in order to meet the following objective: a manager using the tool could use it as close as possible in the same manner as he or she is running a real organisation.

This new computer based simulation tool1 was named MLD-STAR (Management Learning and Decision making – Simulation Tool with Anticipation and Retardation). Compared with the original tool M2-STAR, discussed by Dubois and Holmberg (2006) this new version implements the following additional features:

1. At each simulation step it is possible to change one or more of the parameters before continuing to the next step. Those are the initial values V0, R0, and P0, the decision parameters a, b, c, d, e, and f, and the system parameters dt, tau (retardation) and ant (anticipation). There are also two additional parameters Lim1 and Lim2 influencing the learning mechanism. In this way it becomes possible for a manager or other decision maker to run the model and to experiment with continuous decision-making and decision changes.

2. At each step it is possible to back the simulation one or more steps, make parameter changes, and make a new try with advancing the simulation one or more steps. In this way it becomes possible to correct the consequences of an initially bad mix of parameter values.

3. It is possible to zoom in and out on both the horizontal and vertical axis. This makes it possible to switch between overviews and detail examination of the system plot and to make maximal use of the plotting area.

4. It is possible to switch right and left on the horizontal axis and up and down on the vertical one.

5. Besides the graphical plot, current, min, and max values are displayed numerically for vision (V), research (R), and production (P) functions.

6. Current and max allowed simulation step is displayed numerically.

7. There is a control for choosing an initial set of parameter values.

8. There is a control for choosing an initial learning mode. P, for example, in this control indicates that learning is active for the production (P) function.

With those new features added it becomes possible to interact with the model in a rather free way. It will, for example, be possible to advance the simulation step by step and to analyse the result after each step. If it becomes evident that the system is developing in an unwanted way the parameters may be changed in order to direct the system toward its target.

In so doing, the decision parameters have direct impacts on the following logical levels:

- a -> Vision (normative planning)
- b -> Vision and Research (strategic planning)
- c -> Research and Production
- d -> Production
- e -> Vision and Production
- f -> Research

In the system display, those impacts are indicated in connection to the corresponding parameter caption.

The delay parameter (tau) is not a decision parameter in the same sense as the foregoing. It is more a system property, which can be changed only by a redesign of the entire system.

The anticipation parameter (ant) is in a way a behavioural parameter. It indicates how far into the future the organisation is looking in its visionary work.

The new algorithm dealing with the self-adapting parameters in simulation of management systems will be presented in section 5.

4 Testing the tool MLD-STAR

The tool can be run in two different ways or modes, i.e. management mode and self-adapting mode.

In the first mode, the person running the tool has the opportunity to change one or several of the parameters before each simulation step. In a way he or she is here running the model in a similar way as a manager is managing a real organisation.

The experience here is that it is very difficult to correct the situation once the trajectory has started to run out of limits.

In the self-adapting mode there is an algorithm that automatically change the parameters in order to keep them within limits. Even here, however, the manager can override the process and manually change the parameters in each step.

For testing purpose five test sets, which represent some typical situations, were constructed. With help of those, the following tests were run.

4.1 Production focusing

With the parameter setting a = 0, b = 0, c = 0, d = 0.1, e = 0, f = 0, ant = 0, tau = 0, dt = 1, maxsteps = 1000, V0 = 0.02, R0 = 0.04, and P0 = 3.6 we have an organisation only focusing on production and putting no resources into creation of visions and development. The situation may seem a bit unrealistic but is anyhow interesting from a learning point of view.

Despite how big the initial production may be, it will quickly go down to zero. However, if the manager (runner of the model) reacts swiftly and chooses another parameter setting, or changes the parameters manually, after just two or three simulation steps the production trajectory will change. The post change development of the system may be far from stable, but...
it is rather easy to find a solution, which prevents the production to go down to zero.

Learning, on the other hand, will not work in this situation as the learning algorithm, in its current implementation, just prevents the production trajectory from going towards infinity.

The example may be simplistic but anyhow it gives a concrete demonstration of the importance of normative and strategic planning in the organisation. Further, it gives clear evidence that agility and anticipation are crucial properties in any organisation.

4.2 Research focusing

With the next setting \( a = 0.4, b = 0.299, c = 0.21, d = 0.3, e = 0.1, f = 0.018, \text{ant} = 0, \tau = 0, dt = 1, \text{maxsteps} = 1000, V_0 = 0.4, R_0 = 1.2, \) and \( P_0 = 0.6 \) we have an organisation putting efforts on research but neglecting normative planning and vision creation. There is also no effort to transform research efforts into production.

There will be dumping oscillations but research is all the time the dominant output from the system. Vision and production will all the time be zero or close to zero. Even this example may seem unrealistic, but according to Cringely [1996] this is exactly what happened within the big company responsible for the research and development igniting the whole PCTechnology and its industry.

By increasing the retardation to 2 or 4 the system will become more coupled. Hence, after each top in the research there will be a very short production peak.

Changing the retardation to 1 and setting \( p \) to 0 will have an interesting effect. Here the production will raise steadily the first 375 steps. After that there will be a short period of small oscillations before the production falls directly to zero. The production will not recover during the rest of the simulation run.

4.3 Both Vision and Research

With the parameter setting \( a = 0.2, b = 0.2, c = 0.2, d = 0.1, e = 0.2, f = 0.02, \text{ant} = 0, \tau = 0, dt = 1, \text{maxsteps} = 1000, V_0 = 0.6, R_0 = 0.8, \) and \( P_0 = 0.2 \) we are putting equal stress on vision (normative planning) and research (strategic planning).

The curves are oscillating but with anticipation set to 1 or 2 the oscillations will attenuate with higher simulation steps.

4.4 Anticipation and Delay

In this example, with the parameters set to \( a = 0.04, b = 0.02, c = 0.04, d = 0.064, e = 0.06, f = 0.004, \text{ant} = 0, \tau = 0, dt = 1, \text{maxsteps} = 1000, V_0 = 0.6, R_0 = 0.5, \) and \( P_0 = 0.4 \), the delay effects become extra obvious.

In each cycle the vision curve is the first to reach its maximum, after that follows the research curve and at last comes the production one. Further in each successive cycle the amplitudes increase slightly.

First, by increasing the retardation factor (\( \tau \)) to 8 and 12 it becomes possible to see that the amplitudes will increase. So will also do the phase delays between the three curves.

Anticipation will here have a stabilising effect, which may be observed by in steps increasing \( \text{ant} \) from 1 to 12.

4.5 Chaos and Anticipation

At last, with parameters set to \( a = 0.21, b = 0.114, c = 0.33, d = 0.31, e = 0.118, f = 0.03, \text{ant} = 0, \tau = 0, dt = 1, \text{maxsteps} = 1000, V_0 = 0.6, R_0 = 0.4, \) and \( P_0 = 0.2 \) we will receive a chaotic outcome. By increasing the value of \( \tau \) that behaviour will be further strengthened.

However, just by setting the anticipation value to a small value like 1 or 2 the system will quickly stabilise to a constant outcome. Further, changing of a parameter, for example \( f \) or \( d \) after 200 steps, will cause just a minor disturbance in the output. After a small jump the output curves will stabilise on new values close to the old ones. Hence, this is a nice example of the power of anticipation.

By increasing the retardation value \( \tau \) to, for example 4, the system becomes more difficult to stabilise. Anyhow, by increasing the anticipation in steps from 1 to 20, the system becomes more stable in each step.

At last, by keeping the retardation value to 0 and setting anticipation to 6 or 7 some surprising patterns will emerge. This indicating that much remains to explore in multi layered management systems with anticipation and retardation.

The next section deals with the simulation of models in management systems with self-adapting parameters.

5 Mathematical development of a Darwinian generator of the self-adapting parameters

In Dubois and Holmberg (2006) the parameters \( a, b, c, d, e, f \) were manually fixed before the simulation run was started and they did not change during the steps of the simulation.

An approach to self-adaptation could be inspired by the well-proven learning mechanisms already applied in Artificial Neural Networks (Chen, 1996). With such a learning approach the control parameters could automatically adjust themselves during the simulation run. The result would be a stable system, even in the case that the start values are less well chosen.

But we think that the first problem to resolve is the setting of the values of the parameters before running the simulation.

So, in this section, we will present an algorithm inspired by the Darwinian selection method and genetic algorithms for automatically computing the parameters of the model.

We will show that the Production (P), Research (R) and Vision (V) can be simulated in starting with such self-adapting parameters.

Indeed, the parameters will be now computed with a self-adapting method based on a Darwinian process of selection.
The main idea consists in generating successive sets of values of the parameters of the model with a random number generator, and to use selection criteria for accepting or rejecting the sets of values.

The criteria will be based on the stability of solutions with a set of parameters.

For that, the mathematical model equations (1abc) will be linearized.

5.1 Linearization of the non-linear model
The first step consists in determining the stationary solutions of eqs. 1abc in taking
\[ \frac{dp(t)}{dt} = P_0 + p(t) \]
\[ \frac{dR(t)}{dt} = R_0 + r(t) \]
\[ \frac{dv(t)}{dt} = V_0 + v(t) \]

Introducing these variables (5abc) in eqs. (1abc), after linearization, the following linear differential equations are obtained:
\[ dp(t)/dt = P_0 + cR(t) + ev(t) \]
\[ dr(t)/dt = R_0 + bV(t) + cp(t) \]
\[ dv(t)/dt = [a + bR(t) + cP(t)]v(t) \]

With these three linear equations (6abc), we can obtain the criteria of local stability of the stationary solutions.

The criteria of stability will be given for the linear differential equations 6abc, without the retardation time shift, \( \tau_A = 0 \), and without the anticipation time shift, \( \tau_R = 0 \). The purpose is to show that the self-adapting parameters generation method is feasible.

5.2 Routh-Hurwitz criteria of stability
The criteria of local stability can be obtained in using the well-known Routh-Hurwitz criteria.

From the characteristic equation for a third order system
\[ \lambda^3 + \lambda^2 a_1 + \lambda a_2 + a_3 = 0 \]
the local stability criteria are given by
\[ a_1 > 0 \]
\[ a_2 > 0 \]
\[ a_3 > a_1 \]

After some mathematical developments, we have obtained the following characteristic equation for the linear system eqs. (6abc):
\[ \lambda^3 + \lambda^2 [(ac – bd)/e] + \lambda [bR_0 bV_0 + cP_0 cR_0 + eP_0 eV_0] + [eP_0 V_0 (ac – bd)] = 0 \]
with \( \tau_R = 0, \tau_A = 0 \).

So, the local stability conditions are given by
\[ (ac – bd)/e > 0 \]
\[ eP_0 V_0 (ac – bd) > 0 \]

or
\[ [bR_0 bV_0 + cP_0 cR_0] > 0 \]

The non-trivial stationary states 4abc must be positive for a viable management system:
\[ P_0 = a/e – bf/(ac – bd) > 0 \]
\[ R_0 = ef/(ac – bd) > 0 \]
\[ V_0 = d/e – cf/(ac – bd) > 0 \]

With the positive parameters:
\[ a > 0, b > 0, c > 0, d > 0, e > 0 \]

the conditions for local stability are given by the conditions (9abc) that the stationary states are positive. Indeed, from (9b), \( (ac – bd) > 0 \), the conditions (8a) and (8b) are fulfilled, and, the condition (8c) is fulfilled, because \( b > 0, c > 0, R_0 > 0, V_0 > 0, P_0 > 0 \).

5.3 Algorithm of the Darwinian generator of self-adapting parameters
The algorithm for computing the parameters that give a local stability is based on the following method.

For all the positive parameters
\[ a > 0, b > 0, c > 0, d > 0, e > 0 \]

upper and lower intervals of values are defined:
\[ a_{max} > a > a_{min}, b_{max} > b > b_{min}, c_{max} > c > c_{min}, d_{max} > d > d_{min}, e_{max} > e > e_{min} \]

For the three positive stationary states:
\[ P_0 > 0, R_0 > 0, V_0 > 0 \]

upper and lower limits of values are also defined:
\[ P_{MAX} > P_0 > P_{MIN}, R_{MAX} > R_0 > R_{MIN} \]
\[ V_{MAX} > V_0 > V_{MIN} \]
A random number generator generates successively sets of values for each parameter within the upper and lower limits:

\[ a_{\text{max}} > a > a_{\text{min}}, \quad b_{\text{max}} > b > b_{\text{min}}, \quad c_{\text{max}} > c > c_{\text{min}}, \]
\[ d_{\text{max}} > d > d_{\text{min}}, \quad e_{\text{max}} > e > e_{\text{min}}, \quad f_{\text{max}} > f > f_{\text{min}}. \]

Each set of the generated values of the parameters \( a, b, c, d, e, f \) is used to compute the stationary states (4abc):

\[ P_0 = \frac{a}{e} - \frac{bf}{ac - bd}, \]
\[ R_0 = \frac{ef}{ac - bd}, \]
\[ V_0 = \frac{d}{e} - \frac{cf}{ac - bd}. \]

The set is accepted if the conditions

\[ P_{\text{MAX}} > P_0 > P_{\text{MIN}}, \quad R_{\text{MAX}} > R_0 > R_{\text{MIN}}, \quad V_{\text{MAX}} > V_0 > V_{\text{MIN}} \]

are fulfilled, otherwise, the set is rejected, and a new set of values of the parameters is generated randomly.

When the set of parameters is accepted, the simulation can begin.

Let us notice that the initial conditions \( P(0), R(0) \) and \( V(0) \) are also to be defined for running the simulation.

### 6 Simulation of the management system model with the self-adapting parameters

This section deals with the results of the simulation of the algorithm (eqs. 2abc) of the model (1abc), with the Darwinian method for computing the self-adapting parameters.

The simulations are made without anticipation

\[ \text{ant} = 0 \quad \text{and} \quad \text{ant}2 = 0, \]

and without retardation

\[ \tau = 0. \]

The number of time steps of the simulation is equal to 1000, with the interval of time, \( d t = 1. \)

The lower and upper limits for the parameters:

\[ a, b, c, d, e, f \]

are chosen between \( 0 \) and \( 0.05 \).

The TABLES 1a, 1b and 1c, give the values of the fixed and self-adapted parameters of the algorithm for the 4 simulations given in Figures 1, 2, 3 and 4.

#### Table 1a: Minimum and maximum values of the stationary states \( P_0, R_0 \) and \( V_0 \), for the figures 1 to 4.

<table>
<thead>
<tr>
<th>Figures</th>
<th>( P_{\text{MIN}} )</th>
<th>( P_{\text{MAX}} )</th>
<th>( R_{\text{MIN}} )</th>
<th>( R_{\text{MAX}} )</th>
<th>( V_{\text{MIN}} )</th>
<th>( V_{\text{MAX}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>2.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.0</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>1.5</td>
<td>2.0</td>
<td>0.5</td>
<td>1.0</td>
<td>0.0</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>1.5</td>
<td>2.5</td>
<td>1.0</td>
<td>1.5</td>
<td>0.0</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>2.5</td>
<td>1.0</td>
<td>1.6</td>
<td>0.0</td>
<td>1.10</td>
</tr>
</tbody>
</table>

#### Table 1b: Continuation of the Table 1a. Values of the parameters \( a, b, c, d, e, f \) generated by the self-adapting parameters Darwinian algorithm, for the figures 1 to 4.

<table>
<thead>
<tr>
<th>Figures</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.035</td>
<td>0.013</td>
<td>0.032</td>
<td>0.029</td>
<td>0.023</td>
<td>0.025</td>
</tr>
<tr>
<td>2</td>
<td>0.047</td>
<td>0.017</td>
<td>0.006</td>
<td>0.009</td>
<td>0.017</td>
<td>0.007</td>
</tr>
<tr>
<td>3</td>
<td>0.049</td>
<td>0.004</td>
<td>0.015</td>
<td>0.031</td>
<td>0.026</td>
<td>0.027</td>
</tr>
<tr>
<td>4</td>
<td>0.036</td>
<td>0.004</td>
<td>0.022</td>
<td>0.037</td>
<td>0.025</td>
<td>0.027</td>
</tr>
</tbody>
</table>

#### Table 1c: Continuation of the Table 1b. Values of the stationary states \( P_0, R_0 \) and \( V_0 \), computed from the self-adapting parameters, and the initial conditions \( P_0, R_0 \) and \( V_0 \), for the figures 1 to 4.

<table>
<thead>
<tr>
<th>Figures</th>
<th>( P_0 )</th>
<th>( R_0 )</th>
<th>( V_0 )</th>
<th>( P_0 )</th>
<th>( R_0 )</th>
<th>( V_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.092</td>
<td>0.753</td>
<td>0.224</td>
<td>1.3</td>
<td>1.1</td>
<td>0.6</td>
</tr>
<tr>
<td>2</td>
<td>1.875</td>
<td>0.853</td>
<td>0.226</td>
<td>2.1</td>
<td>1.2</td>
<td>0.3</td>
</tr>
<tr>
<td>3</td>
<td>1.702</td>
<td>1.190</td>
<td>0.504</td>
<td>2.1</td>
<td>1.3</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>1.275</td>
<td>1.034</td>
<td>0.559</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 1: Simulation of the management model with the self-adapting parameters.
7 Conclusions

This simulation tool may be seen as a clear demonstration of the Klir [1991] observation that the computer is the system researcher’s laboratory.

With help of MLD-STAR the theory for retardation in multi layered management systems and the accompanying formulas become living. The effects of different parameter combinations become obvious and the outcome may be studied in detail.

Further, it may be clarifying and learning to discuss the relation between model outcomes and the corresponding phenomena in real organisations. In experimenting with the tool many surprising patterns emerge. By reflecting on those new insights will surface. Those, in their turn, will trigger ideas for new parameter settings and experiments, and so on. In short, the tool may serve as a vehicle for learning and reflection.

At last, by experimenting with MLD-STAR new ideas are continuously born both concerning further development of the theory for anticipation and retardation in multi layered systems and further improvement of the simulation tool itself. Hence, theory building, model building, and experimenting seem to be a generic mix for scientific effectiveness.
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